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- Given $R : A \to B$ we write $R^c$ for the converse relation from $B$ to $A$.
- Tensor product: on objects: cartesian product.
  $$R_1 : A_1 \to B_1, R_2 : A_2 \to B_2 \text{ we have } (a, a')(R_1 \otimes R_2)(b, b') \text{ iff } aR_1 b \text{ and } a'R_2 b'.$$
- Unit object: (any) one-point set
  $$(\cdot)^* \text{ is given by } X^* = X \text{ and } R^* = R^c.$$  
- If we write $I = \{\bullet\}$ then $\nu : I \to X \otimes X^*$ is $\bullet \nu(x, x)$ for all $x$; similarly for $\psi$. 
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Relations: $R : A \to B$ is $R \subseteq A \times B$ and $S : B \to C$ is $S \subseteq B \times C$.

Composing relations: $(R \circ S) : A \to C$ is $a(R \circ S)c$ iff $\exists b, aRb \land bSc$.

$R \subseteq A \times B$ is the same as $R : A \times B \to \{0, 1\}$.

Quantitative relations: $f : X \to Y$ is $f : X \times Y \to \mathbb{R}$, $g : Y \to Z$ is $g : Y \times Z \to \mathbb{R}$.

Composition: $(g \circ f) : X \times Z \to \mathbb{R}$, perhaps

$(g \circ f)(x, z) = \int_Y f(x, y)g(y, z)dy$.

If all works well we hope to get a compact closed category.
Small Problem

Schwartz

There is no function that can serve as an identity for this operation. There is no “function” $\delta$ such that:

$$\int_Y f(x, y') \delta(y', y) dy' = f(x, y)$$
Schwartz

There is no function that can serve as an identity for this operation. There is no “function” $\delta$ such that:

$$\int_Y f(x, y') \delta(y', y) dy' = f(x, y)$$
Small Problem

Schwartz
There is no function that can serve as an identity for this operation. There is no “function” $\delta$ such that:

$$\int_{Y} f(x, y') \delta(y', y) dy' = f(x, y)$$

Dirac
Well cook up a function that does the job!
Small Problem

Schwartz

There is no function that can serve as an identity for this operation. There is no “function” $\delta$ such that:

$$\int_Y f(x, y') \delta(y', y) dy' = f(x, y)$$

Dirac

Well cook up a function that does the job!
Schwartz
There is no function that can serve as an identity for this operation. There is no “function” \( \delta \) such that:

\[
\int_Y f(x, y') \delta(y', y) \, dy' = f(x, y)
\]

Dirac
Well cook up a function that does the job!

Schwartz, Gelfand
OK, we’ll invent distributions.
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- But in the end we failed to construct a compact closed category.
- Then we tried using measure theory and thinking of the Dirac delta “function” as a measure. Again we failed to construct a compact closed category.
- Finally Rick Blute realized this was a pattern and formulated the notion of nuclear ideals and realized that there was a well-known example from Hilbert space theory.
Summary

- There are situations where one does not have a category because the things that want to be the identity maps are too “singular”.
Summary

- There are situations where one does not have a category because the things that want to be the identity maps are too “singular”.
- Nevertheless, the maps of interest can sit as ideals inside a bona-fide monoidal category.
Summary

- There are situations where one does not have a category because the things that want to be the identity maps are too “singular”.
- Nevertheless, the maps of interest can sit as ideals inside a bona-fide monoidal category.
- The maps in the nuclear ideal do behave strikingly like they were part of a compact closed category: one can transpose freely.
Summary

- There are situations where one does not have a category because the things that want to be the identity maps are too “singular”.
- Nevertheless, the maps of interest can sit as ideals inside a bona-fide monoidal category.
- The maps in the nuclear ideal do behave strikingly like they were part of a compact closed category: one can transpose freely.
- This is what Grothendieck was doing with Banach spaces: when can the maps be thought of as “matrices”? 
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- The space must be \textbf{complete} in this metric.
- We can define tensor products of Hilbert spaces just as we did for vector spaces but we must make sure that we define an inner product on this product and check completeness.
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Hilbert spaces and tensor products

- Hilbert spaces are vector spaces with an inner product, which induces a norm which induces a metric.
- The space must be **complete** in this metric.
- We can define tensor products of Hilbert spaces just as we did for vector spaces but
- we must make sure that we define an inner product on this product and check completeness.
- The category of Hilbert spaces and *continuous* (iff bounded) linear maps forms a monoidal category.
- It also has a * functor like vector spaces.
- For complex Hilbert spaces we also have conjugation or equivalently a “dagger” (more later).
Universal property of tensor products?
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- The above property fails in Hilbert spaces. So one cannot internalize any bilinear map.
- Of course, one can get a linear map from the tensor product space as we did above; Hilbert spaces are vector spaces.
- But this linear map may not be bounded i.e. it may not be continuous.
- But it does work for nice maps: the Hilbert-Schmidt (HS) maps.
- If \( f : \mathcal{H} \rightarrow \mathcal{K} \) is a bounded linear map, \( f \) is Hilbert-Schmidt if for any ortho-normal basis \( \{ e_i \} \) of \( \mathcal{H} \), we have \( \sum_i \| f(e_i) \|^2 < \infty \).
- This is independent of the choice of basis in \( \mathcal{H} \).
- \( f : \mathcal{H} \times \mathcal{H} \rightarrow \mathcal{H} \) given by \( f(x, y) = x + y \) becomes \( x \otimes y \mapsto x + y \).
- Clearly this map is not Hilbert-Schmidt.
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- $f : \mathcal{H} \times \mathcal{H} \rightarrow \mathcal{H}$ given by $f(x, y) = x + y$ becomes $x \otimes y \mapsto x + y$.
- Clearly this map is not Hilbert-Schmidt.
- Alas, the identity is not Hilbert-Schmidt!
- So we cannot have a category of Hilbert spaces and Hilbert-Schmidt maps.
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- Grothendieck discovered **nuclear spaces** and **nuclear maps** when he was trying to explain why spaces of distributions had nice properties with respect to tensor product.
- The definition(s) of nuclear space are complicated and filled with analysis details about topological vector spaces and various types of tensor products.
- Let $f : \mathcal{A} \to \mathcal{B}$, where $\mathcal{A}$ and $\mathcal{B}$ are Banach spaces. Being nuclear is equivalent to saying there is an element $\sum_i f_i \otimes b_i \in \mathcal{A}^* \otimes \mathcal{B}$ with for all $a \in \mathcal{A}$ we have $f(a) = \sum_i f_i(a) b_i$. (Some details elided)
- $f$ can be thought of like a matrix.
- The “common” spaces of functional analysis $L_p$ spaces, are not nuclear.
- Nuclear spaces are typically not describable as normed vector spaces; the only spaces that are nuclear and normed are finite dimensional.
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- Given a HS map \( f : \mathcal{H}_1 \to \mathcal{H}_2 \) and any bounded linear maps \( g : \mathcal{H}_2 \to \mathcal{H}_3 \) and \( h : \mathcal{H}_0 \to \mathcal{H}_1 \), the composites \( f \circ h \) and \( g \circ f \) are both HS.

- HS maps form a 2-sided ideal.

- The space of Hilbert-Schmidt maps \( \text{HS}(\mathcal{H}, \mathcal{K}) \) can be made into a Hilbert space.

- We can define a trace for (positive) bounded linear operators \( T \) on \( \mathcal{H} \) by \( \text{tr}(T) = \sum_i \langle e_i | Te_i \rangle \) for an orthonormal basis \( \{e_i\} \) of \( \mathcal{H} \).

- Can be extended to arbitrary bounded linear operators.

- We say \( T \) is trace class if \( \text{tr}(T) < \infty \).

- Trace class maps also form a two-sided ideal.

- The composite \( g \circ f : \mathcal{H} \to \mathcal{H} \) of two nuclear maps \( f : \mathcal{H} \to \mathcal{K} \) and \( g : \mathcal{K} \to \mathcal{H} \) is always trace class.
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Let $\mathcal{C}$ be a symmetric monoidal closed category.

There is a map $\varphi : B \otimes A^* \rightarrow A \circ B$ constructed by transposing:

$$B \otimes A^* \otimes A \xrightarrow{id \otimes \psi} B \otimes I \xrightarrow{\cong} B$$

If $f : A \rightarrow B$ in $\mathcal{C}$, we call $n(f) : I \rightarrow A \circ B$ the name of $f$. 
Nuclear morphisms

We say that $f$ is *nuclear* if there exists $p(f) : I \rightarrow B \otimes A^*$ such that the following diagram commutes:

![Diagram](image-url)
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$\mathcal{C}$ is a \(*\)-category if it is equipped with a functor: $(\cdot)^*: \mathcal{C}^{\text{op}} \rightarrow \mathcal{C}$, which is strictly involutive and the identity on objects.

A \(*\)-category is \textit{tensored} if it is symmetric monoidal, $(f \otimes g)^* = f^* \otimes g^*$, and there is a covariant \textit{conjugate functor}, $\overline{\cdot}: \mathcal{C} \rightarrow \mathcal{C}$, which commutes with the \(*\)-functor and has some natural isomorphisms:

- $\overline{\overline{A}} \cong A.$
- $\overline{A \otimes B} \cong \overline{A} \otimes \overline{B}$

satisfying the usual monoidal equations, and some other simple equations.
Tensor-* categories

$\mathcal{C}$ is a $\ast$-category if it is equipped with a functor: $(−)^*: \mathcal{C}^{op} \to \mathcal{C}$, which is strictly involutive and the identity on objects.

A $\ast$-category is tensored if it is symmetric monoidal, $(f \otimes g)^* = f^* \otimes g^*$, and there is a covariant conjugate functor, $(\overline{−}) : \mathcal{C} \to \mathcal{C}$, which commutes with the $\ast$-functor and has some natural isomorphisms:

- $\overline{A} \cong A$.
- $A \otimes B \cong \overline{A} \otimes \overline{B}$
- $\overline{I} \cong I$.

satisfying the usual monoidal equations, and some other simple equations.
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- Nuclear maps: for all objects $A, B$, a subset $\mathcal{N}(A, B) \subseteq \text{Hom}(A, B)$.
- The class $\mathcal{N}$ must be closed under composition with arbitrary $\mathcal{C}$-morphisms,
- closed under $\otimes$,
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Nuclear ideal - I

- Context: let $\mathcal{C}$ be a tensor-$\ast$ category.
- A **nuclear ideal** for $\mathcal{C}$ consists of:
  - Nuclear maps: for all objects $A, B$, a subset $\mathcal{N}(A, B) \subseteq \text{Hom}(A, B)$.
  - The class $\mathcal{N}$ must be closed under composition with arbitrary $\mathcal{C}$-morphisms,
  - closed under $\otimes$,
  - closed under $(\cdot)^\ast$,
  - and the conjugate functor.
A bijection $\theta : \mathcal{N}(A, B) \rightarrow Hom(I, \overline{A} \otimes B)$. 
Nuclear Ideal - II

A bijection $\theta : \mathcal{N}(A, B) \rightarrow Hom(I, \overline{A} \otimes B)$.

If $f: A \rightarrow B$ is a nuclear morphism, we can use the bijection $\theta$ and the $*$-functor to construct various *transposes*.
A bijection \( \theta : \mathcal{N}(A, B) \rightarrow Hom(I, \overline{A} \otimes B) \).

If \( f : A \rightarrow B \) is a nuclear morphism, we can use the bijection \( \theta \) and the \(*\)-functor to construct various *transposes*. The bijection \( \theta \) must preserve all of the tensored \(*\)-structure.
Finally, $\theta$ has to satisfy a naturality property and a “compactness” property.
Dagger compact categories

- We defined $\ast$ and $\overline{\cdot}$ to correspond to dual and conjugation.
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Dagger compact categories

- We defined $\ast$ and $\overline{\cdot}$ to correspond to dual and conjugation.
- It has become common to use $\dagger$ as a functor that models adjoints in the sense of operators.
- This leads to **dagger compact categories** much used in categorical quantum mechanics.
- Blute, P. and Pronk (2007) gave an alternate definition of nuclear ideals in terms of dagger compact categories.
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- A **probabilistic mapping** $p$ from $(X, \Sigma)$ to $(Y, \Lambda)$ is a function from $X$ to probability distributions over $\Lambda$. 

These are well known in probability as Markov kernels.
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Lawvere’s category of probabilistic mappings

- **Mes** is the category of sets equipped with $\sigma$-algebras; morphisms are measurable functions.
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- These are well known in probability as Markov kernels.
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The identity on $(X, \Sigma_X, \mu)$ is $\Delta(A \times B) = \mu(A) \cdot \mu(B)$ which can be extended to all the measurable sets of $X \times X$. The associated kernel is the Dirac delta “function”.
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- It is straightforward to show that $\text{PRel}$ is a $\ast$-tensor category.
- Consider objects $(X, \Sigma_X, \mu_X)$ and $(Y, \Sigma_Y, \mu_Y)$.
- Define $\mathcal{N}(X, Y)$ to be the set of all measures $\alpha$ on $X \times Y$ for which there exists a measurable function $f$ such that

\[ \int_C f(x, y) \, d\mu_{X \times Y}(x, y) = \alpha(C) \]

- It is immediate that the marginals are absolutely continuous with respect to $\mu_X$ and $\mu_Y$.
- While $f$ itself is only unique almost everywhere, the measure with which $f$ is associated is easily viewed - in a canonical way - both as a member of $\text{Hom}(X, Y)$ and as a member of $\text{Hom}(I, X \times Y)$.
- Thus every element of the set $\text{Hom}(I, X \otimes Y)$ is associated with a measure that has a functional kernel which is in turn one of the members of the set $\mathcal{N}(X, Y)$. 
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- The putative identity is too singular to be a function, but we can realize it as a measure.
- The category we get by including such measures is not compact closed.
- But the original functions do form a nuclear ideal.
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- One can easily construct a category of injective partial functions.
- It is easy to make it a $\ast$-tensor category.
- One can construct a nuclear ideal by looking at functions whose domain consists of exactly one element and throw in the everywhere undefined function as well.
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- The Dirac delta function can be realized as a measure but its derivatives cannot.
- Such functions are formalized as continuous linear maps on a suitable topological vector space of “nice” functions.
- For example $\delta'(f) = -f'(0)$. Now we can differentiate these things!
- These distributions are perfect for studying differential equations.
- We developed another $\ast$-tensor category based on a special kind of distribution and showed that the functional versions of these distributions give a nuclear ideal.
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- Segal gave a categorical formulation of conformal field theory and remarked in passing that his category lacked identity morphisms.
- We showed that his “category” was actually a nuclear ideal inside a $\ast$-tensor category.
- This involved some interesting mathematics: cobordisms, Riemann surfaces etc.
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- Beautiful theory, due to Blute (2007), of a general notion of nuclear ideals emphasizing that the identity maps are “too singular”: shape theory.

- Is there a diagrammatic language for them?

- Would they be useful for formalizing infinite-dimensional quantum mechanics?

- We defined trace ideals in terms of nuclear ideals. Is there a more intrinsic way?