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Abstract: We prove that a globally hyperbolic spacetime with its causality relation is
a bicontinuous poset whose interval topology is the manifold topology. From this one
can show that from only a countable dense set of events and the causality relation, it
is possible to reconstruct a globally hyperbolic spacetime in a purely order theoretic
manner. The ultimate reason for this is that globally hyperbolic spacetimes belong to
a category that is equivalent to a special category of domains called interval domains.
We obtain a mathematical setting in which one can study causality independently of
geometry and differentiable structure, and which also suggests that spacetime emerges
from something discrete.

1. Introduction

Since the first singularity theorems [Pen65, HE73] causality has played a key role in
understanding spacetime structure. The analysis of causal structure relies heavily on tech-
niques of differential topology [Pen72]. For the past decade Sorkin and others [Sor91]
have pursued a program for quantization of gravity based on causal structure. In this
approach the causal relation is regarded as the fundamental ingredient and the topology
and geometry are secondary.

In this paper, we prove that the causality relation is much more than a relation — it
turns a globally hyperbolic spacetime into what is known as a bicontinuous poset. The
order on a bicontinuous poset allows one to define an intrinsic topology called the inter-
val topology". On a globally hyperbolic spacetime, the interval topology is the manifold
topology. Theorems that reconstruct the spacetime topology have been known [Pen72]
and Malament [Mal77] has shown that the class of timelike curves determines the causal
structure. We establish these results as well though in a purely order theoretic fashion:
there is no need to know what “smooth curve” means.

1 Other people use this term for a different topology: what we call the interval topology has been called the
biScott topology.
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Our more abstract stance also teaches us something new: the fact that a globally
hyperbolic spacetime is bicontinuous implies that it can be reconstructed in a purely
order theoretic manner, beginning from only a countable dense set of events and the
causality relation. The ultimate reason for this is that the category of globally hyperbolic
posets, which contains the globally hyperbolic spacetimes, is equivalent to a very special
category of posets called interval domains.

Domains [AJ94, GKK*03] are special types of posets that have played an important
role in theoretical computer science since the late 1960s when they were discovered by
Dana Scott [Sco70] for the purpose of providing a semantics for the lambda calculus.
They are partially ordered sets that carry intrinsic (order theoretic) notions of complete-
ness and approximation. From a certain viewpoint, then, the fact that the category of
globally hyperbolic posets is equivalent to the category of interval domains is surprising,
since globally hyperbolic spacetimes are usually not order theoretically complete. This
equivalence also explains why spacetime can be reconstructed order theoretically from
a countable dense set: each w-continuous domain is the ideal completion of a countable
abstract basis, i.e., the interval domains associated to globally hyperbolic spacetimes are
the systematic ‘limits’ of discrete sets. This may be relevant to the development of a
foundation for quantum gravity, an idea we discuss at the end.

But, with all speculation aside, the importance of these results and ideas is that they
suggest an abstract formulation of causality — a setting where one can study causality
independently of geometry and differentiable structure.

2. Domains, Continuous Posets and Topology

In this section we quickly review the basic notions of domain theory. These notions arose
in the study of the mathematical theory of programming languages, but it is not necessary
to know any of the computer science motivation for the mathematics that follows.

A poset is a partially ordered set, i.e., a set together with a reflexive, antisymmetric
and transitive relation.

Definition 2.1. Let (P, C) be a partially ordered set. A nonempty subset S C P is
directed if (Vx,y € S)(3z € S) x, y T z. The supremum of S C P is the least of all
its upper bounds provided it exists. This is written |_| S.

One can think of countable directed sets as generalizations of increasing sequences; one
will not go too far wrong picturing them as sequences. These ideas have duals that will
be important to us: a nonempty S C P is filtered if (Vx,y € S)(3z € §) z E x, y. The
infimum [\ S of S C P is the greatest of all its lower bounds provided it exists.
Definition 2.2. For a subset X of a poset P, set

X ={yeP:(IxeX)xCy} & | X ={yeP:(Fxe X))y x}.

We write 1 x =1 {x}and | x = | {x} for elements x € X.

A partial order allows for the derivation of several intrinsically defined topologies. Here
is our first example.
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Definition 2.3. A subset U of a poset P is Scott open if

(i) U isanupperset: x e U & x Ty =y e U, and
(i1) U is inaccessible by directed suprema: For every directed S C P with a supremum,

| |sev=snu#0.

The collection of all Scott open sets on P is called the Scott topology.

Posets can have a variety of completeness properties. If every subset has a supremum
and an infimum the poset is called a complete lattice. This is a rather strong condition -
though still a very useful concept. The following completeness condition has turned out
to be particularly useful in applications.

Definition 2.4. A dcpo is a poset in which every directed subset has a supremum. The
least element in a poset, when it exists, is the unique element | with L T x for all x.

The set of maximal elements in a dcpo D is
max(D) :={x € D : tx = {x}}.
Each element in a dcpo has a maximal element above it.

Definition 2.5. For elements x, y of a poset, write x <Ky iff for all directed sets S with
a supremum,

YE|[|S= @sesxcs

Weset@c:{aeD:a<<x}andfx:{aeD:x<<a}.

For the symbol “«,” read “approximates.”
Definition 2.6. A basis for a poset D is a subset B such that B N | x contains a directed
set with supremum x for all x € D. A poset is continuous if it has a basis. A poset is
w-continuous if it has a countable basis.

Continuous posets have an important property, they are interpolative.
Proposition 2.7. Ifx < y in a continuous poset P, then thereisz € P withx < z < y.

This enables a clear description of the Scott topology,

Theorem 2.8. The collection {}x : x € D} is a basis for the Scott topology on a con-
tinuous poset.

And also helps us give a clear definition of the Lawson topology.

Definition 2.9. The Lawson topology on a continuous poset P has as a basis all sets
of the form £x\1F, for F C P finite.
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These relations and topologies are understood as expressing qualitative aspects of
information. These aspects are not directly applicable to the present context, but they
are, nevertheless, suggestive. The partial order describes relative information content.
Thus x E y implies that x has less information than y. The way-below relation captures
the idea of a “finite piece of information.” If one considers the subsets of any infinite set,
say the natural numbers, ordered by inclusion, then x < y simply means that x is a finite
subset of y. The idea of a continuous poset is that every element can be reconstructed
from its finite approximants.

Scott open sets can be thought of as observable properties. Consider a process which
successively produces the digits of a real number r between 0 and 1. After n digits
are produced, we have an approximation r, of r, and since each new digit provides
additional information, we have r,, T r;,41. A Scott open set U is now an observable
property of r, i.e., r has property U (r € U) iff this can be finitely observed: (i) If at
just one stage of computation we find r, € U, then r must have property U, since U
is an upper set; (i) If r has property U, then this fact is finitely observable, because U
is inaccessible by directed suprema and r = |_|r,. Thus, one can deduce properties of
ideal elements assuming only the ability to work with their finite approximations. The
information order = and the Scott topology op on a domain D are then related by

xCy=WMUeop)xelU=yel,
i.e., y is more informative than x iff it has every observable property that x does. In gen-

eral, the Scott topology is Ty but not 71 while the Lawson topology on an w-continuous
domain is metrizable. The next idea is fundamental to the present work:

Definition 2.10. A continuous poset P is bicontinuous if

e forallx,y € P,x K y iff for all filtered S C P with an infimum,
\SCx=@seSscy,

and
e For each x € P, the set }x is filtered with infimum x.

Example 2.11. R, Q are bicontinuous.
Definition 2.12. On a bicontinuous poset P, sets of the form

(a,b) :={x e P:a<kKx Kb}
form a basis for a topology called the interval topology.
The proof uses interpolation and bicontinuity. A bicontinuous poset P has fx # @ for
each x, so it is rarely a dcpo. Later we will see that on a bicontinuous poset, the Lawson
topology is contained in the interval topology (causal simplicity), the interval topology

is Hausdorff (strong causality), and < is a closed subset of P2,

Definition 2.13. A continuous dcpo is a continuous poset which is also a dcpo. A
domain is a continuous dcpo.
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Example 2.14. Let X be a locally compact Hausdorff space. Its upper space
UX ={J# K C X : K is compact}

ordered under reverse inclusion

is a continuous dcpo:

e For directed S C UX, | |S=()S.
ekForall K, L e UX, K <« L & L C int(K).
e UX is w-continuous iff X has a countable basis.

Itis interesting here that the space X can be recovered from UX in a purely order theoretic
manner:

X ~ max(UX) = {{x} : x € X},

where max (UX) carries the relative Scott topology it inherits as a subset of UX. Several
constructions of this type are known.

The next example is due to Scott[Sco70]; it will be good to keep in mind when studying
the analogous construction for globally hyperbolic spacetimes.

Example 2.15. The collection of compact intervals of the real line
IR ={[a,b]:a,b e R&a < b}
ordered under reverse inclusion
la,b] E [c,d] < [c,d] S [a, b]

is an w-continuous dcpo:

e For directed S C IR, [ |[S =[S,
o/ K J <& JCint(l), and
e {[p,ql:p,q € Q& p < q} is acountable basis for IR.

The domain IR is called the interval domain.
We also have max (IR) ~ R in the Scott topology. Approximation can help explain why:

Example 2.16. A basic Scott open set in IR is

f[a, bl={x€lIR:x C (a, b)}.
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3. The Causal Structure of Spacetime

A manifold M is a locally Euclidean Hausdorff space that is connected and has a count-
able basis. A connected Hausdorff manifold is paracompact iff it has a countable basis.
A Lorentz metric on a manifold is a symmetric, nondegenerate tensor field of type (0, 2)
whose signature is (— + ++).

Definition 3.1. A spacetime is a real four-dimensional® smooth manifold M with a
Lorentz metric gqp.

Let (M, gap) be a time-orientable spacetime. Let TIZ denote the future directed
causal curves, and IT% denote the future directed time-like curves.

Definition 3.2. For p € M,
I"(p):={ge M:(3r e TL)n(0) = p,7(l) = q}
and

J'(p)={geM:3n e)n(0) = p,7(1) =q}.

Similarly, we define I~ (p) and J~ (p).

We write the relation J* as

PEqg=qel(p).
The following properties from [HE73] are very useful:

Proposition 3.3. Let p, g, r € M. Then

(i) The sets I™(p) and I~ (p) are open.
(i) pCqgandr e IT(q) = r € IT(p).
(iii)g € I*(p)andq S r = r € I (p).
(iv) CI(I*(p)) = CI(J*(p)) and CI(I~ (p)) = CI(J~(p)).

We always assume the chronology conditions that ensure (M, C) is a partially
ordered set. We also assume strong causality which can be characterized as
follows [Pen72]:

Theorem 3.4. A spacetime M is strongly causal iff its Alexandroff topology is Hausdorff
iff its Alexandroff topology is the manifold topology.

The Alexandroff topology on a spacetime has {I*(p) NI~ (q) : p,q € M} as aba-
sis [Pen72]3.

2 The results in the present paper work for any dimension n > 2 [J93].

3 This terminology is common among relativists but order theorists use the phrase “Alexandrov topology”
to mean something else: the topology generated by the upper sets.
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4. Global Hyperbolicity

Penrose has called globally hyperbolic spacetimes “the physically reasonable space-
times [Wal84].” In this section, M denotes a globally hyperbolic spacetime, and we
prove that (M, E) is a bicontinuous poset.

Definition 4.1. A spacetime M is globally hyperbolic if it is strongly causal and if
ta N b is compact in the manifold topology, for all a, b € M.

Lemma 4.2. If (x,,) is a sequence in M with x,, C x for all n, then

lim x, =x = I_lx,, =X.
n— oo
n>1

Proof. Let x,, C y. By global hyperbolicity, M is causally simple, so the set J~(y) is
closed. Since x,, € J~(y),x = limx, € J~(y),and thus x C y. This proves x = | | x;,.
O

Lemma 4.3. For any x € M, I~ (x) contains an increasing sequence with supremum
X.

Proof. Because x € CI(/ ™ (x)) = J (x) butx ¢ I~ (x), x is an accumulation point of
I~ (x), so for every open set V with x € V, VNI~ (x) # . Let (U,) be a countable
basis for x, which exists because M is locally Euclidean. Define a sequence (x;,) by first
choosing

x1eUinNl (x)#0
and then whenever
xpeU, NI (x)
we choose
Xna1 € (Un N T Q0n)) N~ (x) # 0.

By definition, (x,) is increasing, and since (U,) is a basis for x,limx, = x. By
Lemma4.2,| |x, =x. O

Proposition 4.4. Let M be a globally hyperbolic spacetime. Then
XLy yel(x)

forall x,y € M.

Proof. Lety € I*(x).Lety T |_| S with S directed. By Prop. 3.3(iii),

yelr@&yce| |s = | |sertw.

Since I*(x) is manifold open and M is locally compact, there is an open set V € M
whose closure C1(V) is compact with | | S € V € CI(V) C I'*(x). Then, using approx-
imation on the upper space of M,

am < {[Is}=N1[LIs].

ses
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where the intersection on the right is a filtered collection of nonempty compact sets by
directedness of S and global hyperbolicity of M. Thus, for some s € S, [s,| |S] €
CI(V) C I'*(x), and so s € I*(x), which gives x C s. This proves x < y.

Now let x <« y. By Lemma 4.3, there is an increasing sequence (y,) in I~ (y) with
vy = || yu- Then since x < y, there is n with x T y,. By Prop. 3.3(ii),

YEy&y, el (y) = xel (y),
which is to say that y € I*(x). O

Theorem 4.5. If M is globally hyperbolic, then (M, C) is a bicontinuous poset with
& = It whose interval topology is the manifold topology.

Proof. By combining Lemma 4.3 with Prop. 4.4, | x contains an increasing sequence
with supremum x, for each x € M. Thus, M is a continuous poset.

For the bicontinuity, Lemmas 4.2, 4.3 and Prop. 4.4 have “duals” which are obtained
by replacing ‘increasing’ by ‘decreasing’, I* by I~, J~ by J™, etc. For example, the
dual of Lemma 4.3 is that I* contains a decreasing sequence with infimum x. Using the
duals of these two lemmas, we then give an alternate characterization of < in terms of
infima:

r<y=S) \Scx = @eSscy,

where we quantify over filtered subsets S of M. These three facts then imply that {x
contains a decreasing sequence with inf x. But because < can be phrased in terms of
infima, 1x itself must be filtered with inf x.

Finally, M is bicontinuous, so we know it has an interval topology. Because <= I*,
the interval topology is the one generated by the timelike causality relation, which by
strong causality is the manifold topology. O

Bicontinuity, as we have defined it here, is really quite a special property, and some
of the nicest posets in the world are not bicontinuous. For example, the powerset of
the naturals Pw is not bicontinuous, because we can have ' <« G for G finite, and
F = V,,, where all the V,, are infinite.

5. Causal Simplicity

Sometimes global hyperbolicity is regarded as a little too strong. A weaker condition
often used is causal simplicity.

Definition 5.1. A spacetime M is causally simple if J*(x) and J~ (x) are closed for
all x e M.

It turns out that causal simplicity also has a purely order theoretic characterization.

Theorem 5.2. Let M be a spacetime and (M, ©) a continuous poset with <K = I*. The
following are equivalent:

(1) M is causally simple.
(ii) The Lawson topology on M is a subset of the interval topology on M.
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Proof. (1) = (ii): We want to prove that
(AxNAF : x € M & F C M finite} C intp.

By strong causality of M and <« = I, int 4 is the manifold topology, and this is the
crucial fact we need as follows. First, fx = IT(x) is open in the manifold topology
and hence belongs to inty,. Second, 4 x = J*(x) is closed in the manifold topology
by causal simplicity, so M\1x belongs to int4. Then intpq contains the basis for the
Lawson topology given above.

(i1) = (i): First, since (M, C) is continuous, its Lawson topology is Hausdorff, so
int 4 is Hausdorff since it contains the Lawson topology by assumption. Since < =
I*, inty is the Alexandroff topology, so Theorem 3.4 implies M is strongly causal.

Now, Theorem 3.4 also tells us that int 5 is the manifold topology. Since the manifold
topology int o1 contains the Lawson by assumption, and since J*(x) =fx and J~(x) =
Jx are both Lawson closed (the second is Scott closed), each is also closed in the man-
ifold topology, which means M is causally simple. O

Note that in this proof we have used the fact that causal simplicity implies strong
causality.

6. Global Hyperbolicity in the Abstract

There are two elements which make the topology of a globally hyperbolic spacetime
tick. They are:

(i) A bicontinuous poset (X, <).
(i1) The intervals [a, b] = {x : a < x < b} are compact in the interval topology on X.

From these two we can deduce some aspects we already know as well as some new
ones. In particular, bicontinuity ensures that the topology of X, the interval topology, is
implicit in <. We call such posets globally hyperbolic.

Theorem 6.1.

(1) A globally hyperbolic poset is locally compact and Hausdorff.
(i1) The Lawson topology is contained in the interval topology.
(iii) Its partial order < is a closed subset of X>.
(iv) Each directed set with an upper bound has a supremum.

(v) Each filtered set with a lower bound has an infimum.

Proof. First we show that the Lawson topology is contained in the interval topology.
Sets of the form fx are open in the interval topology. To prove X\ 1 x is open, let
y € X\t x. Then x Z y. By bicontinuity, there is b with y < b such that x Z b. For
any a < y,y € (a,b) € X\1x which proves the Lawson topology is contained in the
interval topology. Because the Lawson topology is always Hausdorff on a continuous
poset, X is Hausdorff in its interval topology.

Let x € U where U is open. Then there is an open interval x € (a, b) € U. By con-
tinuity of (X, <), we can interpolate twice, obtaining a closed interval [c, d] followed
by another open interval we call V. We get

xeVCle,dl S (a,b)CU.
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The closure of V is contained in [c, d]: X is Hausdorff so compact sets like [c, d] are
closed. Then CI(V) is a closed subset of a compact space [c, d], so it must be compact.
This proves X is locally compact.

To prove < is a closed subset of X2, let (a,b) € Xz\ <.Sincea £ b, thereisx K a
with x £ b by continuity. Since x £ b, thereis y withb < y and x £ y by bicontinuity.
Now choose elements 1 and 2 such that x < a < 1 and 2 < b <« y. Then

(a,b) € (x,1) x (2,y) € X*\ <.

For if (c,d) € (x,1) x 2,y)andc < d,thenx <c¢ < land2 < d < y, and since
¢ <d, we get x <y, a contradiction. This proves X2\ < is open.

Given a directed set S € X with an upper bound x, if we fix any element 1 € S, then
the set 11 N S is also directed and has a supremum iff S does. Then we can assume that
S has a least element named 1 € S. The inclusion f : S — X :: s > s is a net and
since § is contained in the compact set [1, x], f has a convergent subnet g : I — S.
Then T := g(I) C S is directed and cofinal in S. We claim | |7 = lim T.

First, lim T is an upper bound for 7. If there were t € T with ¢t £ 1lim T, then
lim7T € X\ 1¢. Since X\ 11 is open, there is « € I such that

(VB e Da < B = g(B) € X\11.

Letu = g(a) and r = g(y). Since [ is directed, there is 8 € I with o, y < . Then

gB) e X\1tr & 1t =g(y) <g(B),

where the second inequality follows from the fact that subnets are monotone by defini-
tion. This is a contradiction, which proves ¢ C lim 7 for all 7.

To prove | [T = lim T, let u be an upper bound for 7. Then ¢ T u for all 7.
However, if im T £ u, then lim7T € X\ | u, and since X\ | u is open, we get that
T N (X\ | u) # @, which contradicts that « is an upper bound for 7'.

Now we prove | | S =lim T. Lets € S. Since T is cofinal in S, there is 7 € T with
s <t.Hences <t < 1limT, solimT is an upper bound for S. To finish, any upper
bound for S is one for T so it must be above lim 7. Then | | S = lim T'.

Given a filtered set S with a lower bound x, we can assume it has a greatest element
1. The map f : §* — S :: x — x is a net where the poset S* is obtained by reversing
the order on S. Since S C [x, 1], f has a convergent subnet g, and now the proof is
simply the dual of the suprema case. O

Globally hyperbolic posets share a remarkable property with metric spaces, that sep-
arability and second countability are equivalent.

Proposition 6.2. Let (X, <) be a bicontinuous poset. If C C X is a countable dense
subset in the interval topology, then

(i) The collection
{(ai, bi) 1 ai,bi € C,a; < b}

is a countable basis for the interval topology. Thus, separability implies second
countability, and even complete metrizability if X is globally hyperbolic.

(ii) For all x € X, {x N C contains a directed set with supremum x, and AxNncC
contains a filtered set with infimum x.
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Proof. (i) Sets of the form (a, b) := {x € X : a < x K b} form a basis for the interval
topology. If x € (a, b), then since C is dense, thereisa; € (a,x)NC and b; € (x,b)NC
and so x € (a;, b;) C (a, b).

(i) Fix x € X. Given any a < x, the set (a, x) is open and C is dense, so there is
ca € Cwitha < ¢g K x.Theset § ={c, € C:a K x} € |xNC isdirected: If
cq, cp € S, then since | x is directed, there is d < x with ¢4, cg E d < x and thus
CasCh E cqg € S. Finally, | |S = x: Any upper bound for S is also one for |,x and so

above x by continuity. The dual argument shows 1x N C contains a filtered set with
infx. O

Globally hyperbolic posets are very much like the real line. In fact, a well-known
domain theoretic construction pertaining to the real line extends in perfect form to the
globally hyperbolic posets:

Theorem 6.3. The closed intervals of a globally hyperbolic poset X

IX :={la,b]l:a<b&a,be X}
ordered by reverse inclusion

[a,b] C [c,d] = [c,d] € [a, b]

form a continuous domain with

[a,b] K [c,d]=a <L c&d K D.
The poset X has a countable basis iff 1X is w-continuous. Finally,

max(IX) >~ X,
where the set of maximal elements has the relative Scott topology from I1X.
Proof. If S C IX is a directed set, we can write it as
S ={la;,bi]:i e I}

Without loss of generality, we can assume S has a least element 1 = [a, b]. Thus, for all
i €l,a <a; <b; <b.Then {qg;} is a directed subset of X bounded above by b, {;} is
a filtered subset of X bounded below by a. We know that |_|a; = lima;, A\ b; = lim b;
and that < is closed. It follows that

|_|S= [I_la,-,/\b,-].

For the continuity of IX, consider [a, b] € IX.Ifc K aand b < d, then [c, d] < [a, D]
in IX. Then
[a,b]:l_l{[c, dl:cka&b<kd} (D)

a supremum that is directed since X is bicontinuous. Suppose now that [x, y] < [a, b]
in IX. Then using (1), there is [c, d] with [x, y] E [c, d] such that c < a and b K d
which means x C ¢ <« a and b < d C y and thus x <« a and b < y. This completely
characterizes the < relation on IX, which now enables us to prove max(IX) ~ X, since
we can write

Ma, bl Nmax(dX) ={{x} :x € X & a < x K b}
and %[a, b] is a basis for the Scott topology on IX.
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Finally, if X has a countable basis, then it has a countable dense subset C € X, which
means {[a,, b,] : a, < by, a,, b, € C}is a countable basis for IX by Prop. 6.2(1i). O

The endpoints of an interval [a, b] form a two element list x : {1,2} — X with
a = x(1) < x(2) = b. We call these formal intervals. They determine the information
in an interval as follows:

Corollary 6.4. The formal intervals ordered by
xEy=x()=y1)&y2) =x(2)
form a domain isomorphic to 1X.

This observation — that spacetime has a canonical domain theoretic model — has at
least two important applications, one of which we now consider. We prove that from
only a countable set of events and the causality relation, one can reconstruct spacetime
in a purely order theoretic manner. Explaining this requires domain theory.

7. Spacetime from a Discrete Causal Set

In the causal set program [Sor91] causal sets are discrete sets equipped with a partial
order relation interpreted as causality. They require a local finiteness condition: between
two elements there are only finitely many elements. This is at variance with our notions
of interpolation. We are not going to debate the merits of local finiteness here; instead
we show that from a countable dense subset equipped with the causal order we can
reconstruct the spacetime manifold with its topology.

Recall from the appendix on domain theory that an abstract basis is a set (C, <)
with a transitive relation that is interpolative from the — direction:

F<LKLx=3FByeOF Ky<Lx,

for all finite subsets F € C and all x € F. Suppose, though, that it is also interpolative
from the + direction:

YILKF=3yeOx <y F.
Then we can define a new abstract basis of intervals
int(C) = {(a,b) :a € b} =< € C?
whose relation is
(a,b) L (c,d)=a <K c&d<Lb.

Lemma 7.1. If (C, <) is an abstract basis that is * interpolative, then (int(C), <) is
an abstract basis.

Proof. Let F ={(a;,b;):1<i <n} <K (a,b). Let A = {a;} and B = {b;}. Then
A < aand b « B in C. Since C lets us interpolate in both directions, we get (x, y)
with F < (x, y) < (a, b). Transitivity is inherited from C. 0O

Let IC denote the ideal completion of the abstract basis int(C).
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Theorem 7.2. Let C be a countable dense subset of a globally hyperbolic spacetime M
and < = I be timelike causality. Then

max(IC) ~ M,
where the set of maximal elements have the Scott topology.

Proof. Because M is bicontinuous, the sets 4 x and yx are filtered and directed respec-
tively. Thus (C, <) is an abstract basis for which (int(C), <) is also an abstract basis.
Because C is dense, (int(C), <) is a basis for the domain IM. But, the ideal com-
pletion of any basis for IM must be isomorphic to IM. Thus, IC >~ IM, and so
M >~ max(IM) >~ max(IC). O

In “ordering the order” I*, taking its completion, and then the set of maximal ele-
ments, we recover spacetime by reasoning only about the causal relationships between a
countable dense set of events. One objection to this might be that we begin from a dense
set C, and then order theoretically recover the space M — but dense is a topological idea
so we need to know the topology of M before we can recover it! But the denseness of
C can be expressed in purely causal terms:

Cdense= (Vx,ye M)Az e O)x €z K y.

Now the objection might be that we still have to reference M. We too would like to not
reference M at all. However, some global property needs to be assumed, either directly
or indirectly, in order to reconstruct M.

Theorem 7.2 is very different from results like “Let M be a certain spacetime with
relation <. Then the interval topology is the manifold topology.” Here we identify, in
abstract terms, a process by which a countable set with a causality relation determines
a space. The process is entirely order theoretic in nature, spacetime is not required to
understand or execute it (i.e., if we put C = Q and <=<, then max(IC) >~ R). In this
sense, our understanding of the relation between causality and the topology of spacetime
is now explainable independently of geometry.

Last, notice that if we naively try to obtain M by taking the ideal completion of
(S, D) or (S, K) that it will not work: M is not a dcpo. Some other process is neces-
sary, and the exact structure of globally hyperbolic spacetime allows one to carry out
this alternative process. Ideally, one would now like to know what constraints on C in
general imply that max(IC) is a manifold.

8. Spacetime as a Domain

The category of globally hyperbolic posets is naturally isomorphic to a special category
of domains called interval domains.

Definition 8.1. Aninterval posetis aposet D that has two functionsleft : D — max(D)
andright : D — max(D) such that

(i) Each x € D is an “interval” with left(x) and right(x) as endpoints:

(Vx € D) x = left(x) N right(x),
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(i1) The union of two intervals with a common endpoint is another interval: For all
x,y € D, ifright(x) = left(y), then

left(x M y) = left(x) & right(x 1 y) = right(y),

(iii) Each point p € tx N max(D) of an interval x € D determines two subintervals,
left(x) N p and p N right(x), with endpoints:

left(left(x) 1 p) = left(x) & right(left(x) N p) = p,
left(p Mright(x)) = p & right(p Nright(x)) = right(x).

Notice that a nonempty interval poset D has max(D) # ¢ by definition. With interval
posets, we only assume that infima indicated in the definition exist; in particular, we do
not assume the existence of all binary infima.

Definition 8.2. For an interval poset (D, left, right), the relation < on max(D) is
a <b=3x € D)a = left(x) & b = right(x)

for a, b € max(D).

Lemma 8.3. (max (D), <) is a poset.

Proof. Reflexivity: By property (i) of an interval poset, x & left(x), right(x), so if
a € max(D), a = left(a) = right(a), which means a < a. Antisymmetry: If a < b and
b < a, then there are x, y € D with a = left(x) = right(y) and b = right(x) = left(y),
so this combined with property (i) gives

x = left(x) Mright(x) = right(y) Nleft(y) =y

and thus a = b. Transitivity: If a < b and b < c, then there are x,y € D with
a = left(x), b = right(x) = left(y) and ¢ = right(y), so property (ii) of interval posets
says that for z = x My we have

left(z) = left(x) = a & right(z) = right(y) = c,
and thusa <c¢. O
An interval poset D is the set of intervals of (max(D), <) ordered by reverse
inclusion:
Lemma 8.4. If D is an interval poset, then
x E y = (left(x) < left(y) < right(y) < right(x)).

Proof. (=) Since x C y C left(y), property (iii) of interval posets implies z = left(x) M
left(y) is an “interval” with

left(z) = left(x) & right(z) = left(y)

and thus left(x) < left(y). The inequality right(y) < right(x) follows similarly. The
inequality left(y) < right(y) follows from the definition of <.

(<) Applying the definition of < and properties (ii) and (i) of interval posets to
left(x) < left(y) < right(x), we get x T left(y). Similarly, x & right(y). Then
x E left(y) Nright(y) =y. O
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Corollary 8.5. If D is an interval poset,
¢ : D — I(max(D), <) :: x — [left(x), right(x)]
is an order isomorphism.
In particular, p € tx N max(D) = left(x) < p < right(x) in any interval poset.
Definition 8.6. If (D, left, right) is an interval poset,

[p,1:=left”"(p) and [, ¢] :=right™'(¢)
forany p, q € max(D).

Definition 8.7. An interval domain is an interval poset (D, left, right) where D is a
continuous dcpo such that

@) If p € 1x N max(D), then

Mleft(x)Mp) #0 & A(p nright(x)) # @.

(ii) For all x € D, the following are equivalent:
(a) fx # 0
(b) (Vy € [left(x), - D(y T x = y < right(y) in [, right(y) 1)
(©) (Vy € [ right()])(y C x = y < left(y) in [left(y).-])
(iii) Invariance of endpoints under suprema:
(a) For all directed S C [p, -]

left (|_| S) —p & right (|_| S) — right (|_| T)

for any directed T C [q, -] with right(T) = right(S).
(b) For all directed S C [-, q]

tefe (|_|s) =tefe (|| 7) & righe (| |s) =4

for any directed T C [-, p] with left(T) = left(S).
(iv) Intervals are compact: For all x € D, 1t x N max(D) is Scott compact.

Interval domains are interval posets whose axioms also take into account the com-
pleteness and approximation present in a domain: (i) says if a point p belongs to the
interior of an interval x € D, the subintervals left(x) M p and p mright(x) both have
nonempty interior; (ii) says an interval has nonempty interior iff all intervals that contain
it have nonempty interior locally; (iii) explains the behavior of endpoints when taking
suprema.

For a globally hyperbolic (X, <), we define:

left : IX — 1IX :: [a, b] — [a]
and

right : IX — IX :: [a, b] — [D].
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Lemma 8.8. If (X, <) is a globally hyperbolic poset, then (1X, left, right) is an interval
domain.

In essence, we now prove that this is the only example.

Definition 8.9. The category IN of interval domains and commutative maps is given by

e objects Interval domains (D, left, right).
e arrows Scott continuous f : D — E that commute with left and right, i.e., such
that both

D leftp D D rightp, D
f f and f f
E leftp E E right g E

commute.
e identity 1 : D — D.
e composition f o g.

Definition 8.10. The category G is given by

e objects Globally hyperbolic posets (X, <).

e arrows Continuous in the interval topology, monotone.
e identity 1 : X — X.

e composition f o g.

It is routine to verify that IN and G are categories.
Proposition 8.11. The correspondence 1 : G — IN given by

(X, <) — (IX, left, right),
(f:X—>Y)— (f:IX > IYV)

is a functor between categories.

Proof. The map f : IX — IV defined by f[a,b] = [f(a), f(b)] takes intervals to
intervals since f is monotone. It is Scott continuous because suprema and infima in X
and Y are limits in the respective interval topologies and f is continuous with respect
to the interval topology. O

Now we prove there is also a functor going the other way. Throughout the proof, we
use |_| for suprema in (D, ©) and \/ for suprema in (max(D), <).

Lemma 8.12. Let D be an interval domain with x € D and p € max(D). If x < p in
D, then left(x) < p < right(x) in (max(D), <).

Proof. Since x < pin D, x € p, and so left(x) < p < right(x).
(=) First we prove left(x) < p.Let S € max(D) be a <-directed set with p < \/ S.
For & := ¢~ !([left(x), p]) and y := ¢~ ([left(x), \/ S]), we have y C x. By property
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(i) of interval domains, 1x # ¢ implies that £x = 4 (left(x) N p) # @, so property (ii)
of interval domains says y < right(y) in the poset [-, right(y)]. Then

y < right(y) =|_|¢7 s, \/ S

seS

which means y C qb_l[s, \/ S] for some s € S. So by monotonicity of ¢, left(x) < s.
Thus, left(x) < p in (max(D), <).
Now we prove p < right(x). Let S € max(D) be a <-directed set with right(x) <

\/ S. For x := ¢! ([p,right(x)]) and y := ¢~ '([p, \/ S]), ¥ E X, and since 1% # @
by property (i) of interval domains, property (ii) of interval domains gives y < right(y)
in [+, right(y)]. Then

y < right(y) = | |¢7'[s.\/ S]

seS

which means [s, \/ S1C [p, \/ ST and hence p < s forsomes € S. O

Now we begin the proof that (max (D), <) is a globally hyperbolic poset when D is
an interval domain.

Lemma 8.13. Let p, g € max(D).
1) If S < [p, -] is directed, then

right (l_l S) = /\ right(s).

seS

@11) If S < [+, q] is directed, then

left (|_| S) = \/ lefi(s).

seS
Proof. (1) First, right (U S) is a <-lower bound for {right(s) : s € S} because
¢ (|_| S) — [left (|_| S) , right (|_| S)] — ({p. right(s)].
seS

Given any other lower bound g < right(s) for all s € S, the set

T :={¢~ (g, right(s)]) : s € S} S [q, -]

is directed with right(7") = right(S), so

g = left (|_| T) < right (|_| T) — right (|_| S) ,

where the two equalities follow from property (iii)(a) of interval domains, and the
inequality follows from the definition of <. This proves the claim.
(ii) This proof is simply the dual of (i), using property (iii)(b) of interval domains. O
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Lemma 8.14. Let D be an interval domain. If Yx # @ in D, then
J\ S < left(x) = 35 € §) s < right(x)
Jfor any <-filtered S € max (D) with an infimum in (max(D), <).

Proof. Let S € max(D) be a <-filtered set with A § < left(x). There is some [a, b]
with x = ¢~ ![a, b]. Setting y := ¢~ '[A S, b], we have y = x and }x # @, so property
(i1)(c) of interval domains says y < left(y) in [left(y), -]. Then

y < left(y) =o'\ S 51,

seS

where this set is C-directed because S is <-filtered. Thus, y T qb_] [A S, s] for some
s € S, which givess < b. O

Lemma 8.15. Let D be an interval domain. Then

() The set |,x is <-directed with V P =ux
(ii) For all a,b € max(D), a < b in (max(D), <) iff for all <-filtered S C max(D)
with an infimum, \ S <a = (Is € S)s < b.
(iii) The set x is <-filtered with )\ }x = x.

Thus, the poset (max(D), <) is bicontinuous.

Proof. (1) By Lemma 8.12, if x < p in D, then left(x) < p in max(D). Then the set
T = {left(x) : x K pin D} € | p

is <-directed. We will prove \/ S = p. To see this,
S = {¢ " '[left(x), p] : x < p in D}

is a directed subset of [-, p], so by Lemma 8.13(ii),

wﬂUQ:Vr

Now we calculate | | S. We know | | S = ¢~ '[a, b], where [a, b] = ([left(x), p].
Assume |_| S # p. By maximality of p, p Z | | S, so there must be an x € D with
x K pandx Z | _|S. Then [a, b] € [left(x), right(x)], so either

left(x) £ a or b £ right(x).

But, [a, b] C [left(x), p] for any x < p in D, so we have left(x) <aand b < p <
right(x), which is a contradiction. Thus,

p:US:MwLp)zvn

and since |, p contains a <-directed set with sup p, |, p itself is <-directed with V P =
p. This proves (max(D), <) is a continuous poset.

(ii) (=) Leta < binmax(D).Letx := ¢~ '[a, b]. We first prove 1x # ) using prop-
erty (ii)(b) of interval domains. Let y T x with y € [a, -]. We need to show y < right(y)



A Domain of Spacetime Intervals in General Relativity

inthe poset [+, right(y)]. Let S C [-, right(y)] be directed with right(y) T [_| S and hence
right(y) = | | S by maximality. Using Lemma 8.13(ii),

right(y) = |_| S = left (|_| S) = \/ lefi(s).

seS
But y C x, s0o b < right(y) = \/,cgleft(s), and since a < b, a < left(s) for some
s € S. Then since for this same s, we have
left(y) = a < left(s) < right(s) = right(y)

which means y C s. Then y « right(y) in the poset [-, right(y)]. By property (ii)(b),
we have £x # (J, so Lemma 8.14 now gives the desired result.

(ii) (<) First, S = {a)} is one such filtered set, so a < b. Let x = ¢ '[a, b]. We
prove }x # @ using axiom (ii)(c) of interval domains. Let y E x with y € [-, b]. To
prove y < left(y) in [left(y), -], let S C [left(y), -] be directed with left(y) T | | S. By
maximality, left(y) = |_| S. By Lemma 8.13(i),

left(y) = | _|$ =right(|_|$) = /\ right(s)
seS
and {right(s) : s € S} is <-filtered. Since y C x,
/\ right(s) = left(y) < left(x) = a,
seS

so by assumption, right(s) < b, for some s € S. Then for this same s,
left(y) = left(s) < right(s) < b = right(y)

which means y C s. Then y < left(y) in [left(y), -]. By property (ii)(c) of interval
domains, £x # @. By Lemma 8.12, taking any p € fx, we get a = left(x) < p <
right(x) = b.

(iii) Because of the characterization of < in (ii), this proof is simply the dual of (i).
[m}

Lemma 8.16. Let (D, left, right) be an interval domain. Then

() Ifa < p < b in (max(D), <), then $~'[a, b] K p in D.
(i1) The interval topology on (max(D), <) is the relative Scott topology max(D) inher-
its from D.

Thus, the poset (max(D), <) is globally hyperbolic.

Proof. (i) Let S € D be directed with p T |_| S. Then p = |_| S by maximality. The
sets L = {¢~![left(s), pl : s € S}and R = {¢p [, right(s)] : s € S} are both directed
in D. For their suprema, Lemma 8.13 gives

Jeft (|_| L) = \/ lefi(s) & right (|_| R) — \ right(s).

seS seS

Since s C ¢_1[Vses left(s), A cgright(s)] foralls € S,

p=|]sce¢! [\/ left(s), /\ right(s):| ,

seS seS
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and so
\/ left(s) = p = /\ right(s).
seS seS

Since a <K p, there is s; € S with a < left(sy). Since p < b, there is so € § with
right(s2) < b, using bicontinuity of max(D). By the directedness of S, there is s € S
with s1, 5o C s, which gives

a <left(sy) < left(s) < right(s) < right(sy) <b
which proves ¢_1 la,b] C s.
(i) Combining (i) and Lemma 8.12,
a < p < bin(max(D), <) & ¢ '[a,b] K pinD.

Thus, the identity map 1 : (max(D), <) — (max(D), o) sends basic open sets in the
interval topology to basic open sets in the relative Scott topology, and conversely, so the
two spaces are homeomorphic.

Finally, since 1x N max(D) = {p € max(D) : left(x) < p < right(x)}, and this
set is Scott compact, it must also be compact in the interval topology on (max(D), <),
since they are homeomorphic. 0O

Proposition 8.17. The correspondence max : IN — G given by

(D, left, right) > (max(D), <)

(f : D — E) v (flmax(p) : max(D) — max(E))
is a functor between categories.

Proof. First, commutative maps f : D — E preserve maximal elements: If x €
max(D), then f(x) = f(eftp(x)) = leftg o f(x) € max(E). By Lemma 8.16(ii),
fmax(p) is continuous with respect to the interval topology. For monotonicity, leta < b
in max(D) and x := ¢~ '[a, b] € D. Then

leftg o f(x) = f(leftp(x)) = f(a)

and

rightp o f(x) = f(rightp(x)) = f(b),
which means f(a) < f(b), by the definition of < on max(E). O

Before the statement of the main theorem in this section, we recall the definition of
a natural isomorphism.

Definition 8.18. A natural transformation n : F — G between functors F : C — D
and G : C — D is a collection of arrows (nx : F(X) = G(X))xe ¢ such that for any
arrow f : A — BinC,

F(A) 4 G(a)
F(f)J JG(f)
F(B) — G(B)
nB

commutes. If each nx is an isomorphism, n is a natural isomorphism.
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Categories C and D are equivalent when there are functors F : C - Dand G : D —
C and natural isomorphisms 1 : lc — GF and i : 1p — FG.

Theorem 8.19. The category of globally hyperbolic posets is equivalent to the category
of interval domains.

Proof. We have natural isomorphisms

n: 1y — Iomax
and

n:lg — maxol

O

This result suggests that questions about spacetime can be converted to domain the-
oretic form, where we can use domain theory to answer them, and then translate the
answers back to the language of physics (and vice-versa). Notice too that the category
of interval posets and commutative maps is equivalent to the category of posets and
monotone maps.

It also shows that causality between events is equivalent to an order on regions of
spacetime. Most importantly, we have shown that globally hyperbolic spacetime with
causality is equivalent to a structure IX whose origins are “discrete.” This is the formal
explanation for why spacetime can be reconstructed from a countable dense set of events
in a purely order theoretic manner.

9. Conclusions

We summarize the main results of this paper:

1. we have shown how to reconstruct the spacetime topology from the causal structure
using purely order-theoretic ideas,

we have given an order theoretic characterization of causal simplicity,

we give an abstract order-theoretic definition of global hyperbolicity,

we have identified bicontinuity as an important causality condition,

we have shown that one can reconstruct the spacetime manifold - and its topology -
from a countable dense subset,

we show that there is an equivalence of categories between a new category of interval
domains and the category of globally hyperbolic posets.

Nk

o

One of us has also shown that (a version of) the Sorkin-Woolgar result [SW96, Mar(06]
holds using order theoretic arguments. In fact other aspects of domain theory - the notion
of powerdomains as a domain theoretic generalization of powersets - play an important
role in that result and provides a very natural setting for the result. There is much more
one can do.

As we have seen, one of the benefits of the domain theoretic viewpoint is that from
a dense discrete set (C, <) with timelike causality <, spacetime can be order theoret-
ically reconstructed: globally hyperbolic spacetime emanates from something discrete.
So one question is whether the ‘denseness’ requirement can be eliminated: in essence,
can one tell when an abstract basis (C, <) comes from a manifold? Of course, we can
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attempt the reconstruction and see what we get, but can we predict what the result will
be by imposing certain conditions on (C, <)?

Another interesting - possibly related - question is the algebraic topology of these
manifolds based on directed homotopy [GFR98, Faj00]. It is clear that the developments
cited show the usefulness of the concept of homotopy based on directed curves for com-
putational applications. It would be fascinating to see what one could learn about space
time structure and especially topology change.

It seems that it might be possible to use order as the basis for new and useful causal-
ity conditions which generalize globally hyperbolicity. Some possible candidates are to
require (M, C) a continuous (bicontinuous) poset. Bicontinuity, in particular, has the
nice consequence that one does not have to explicitly assume strong causality as one does
with global hyperbolicity. Is M bicontinuous iff it is causally simple? We also expect
there to be domain theoretic versions of most of the well known causality conditions,
such as causal continuity or stable causality.

It is now natural to ask about the domain theoretic analogue of ‘Lorentz metric’,
and the authors suspect it is related to the study of measurement ([Mar0OOa, MarOOb]).
Measurements give a way of introducing quantitative information into domain theory.
As is well known the causal structure determines the conformal metric: to get the rest
of the metric one needs some length or volume information.

We feel that the domain theoretic setting can be used to address the whole gamut of
quantum theoretic questions. Perhaps one can use domain theoretic notions of the deriv-
ative to define fields on spacetime. After that, we could ask about the domain theoretic
analogue of dynamics for fields on spacetime or even for Einstein’s equation. Given a
reformulation of general relativity in domain theoretic terms, a first step toward a theory
of quantum gravity would be to restrict to a countable abstract basis with a measurement.
The advantage though of the domain theoretic formulation is that we will know up front
how to reconstruct ‘classical’ general relativity as an order theoretic ‘limit’.

Appendix: Domain Theory

A useful technique for constructing domains is to take the ideal completion of an abstract
basis.

Definition 9.1. An abstract basis is given by a set B together with a transitive relation
< on B which is interpolative, that is,

M<x=((dyeB)M<y<x
for all x € B and all finite subsets M of B.

Notice the meaning of M < x: It means y < x for all y € M. Abstract bases are
covered in [AJ94], which is where one finds the following.

Definition 9.2. An ideal in (B, <) is a nonempty subset I of B such that

(1) I isalowerset: (Vx e B)(Vyel)x<y=x¢€el.
(ii) 1 is directed: (Vx,y e I)(dzel)x,y <z.

The collection of ideals of an abstract basis (B, <) ordered under inclusion is a partially
ordered set called the ideal completion of B. We denote this poset by B.
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The set{y € B :y < x}forx € B is anideal which leads to a natural mapping from
Binto B, given by i(x) ={y e B:y < x}.

Proposition 9.3. If (B, <) is an abstract basis, then

(1) Its ideal completion B is a dcpo.
(ii) For 1, J € B,

I<J& (qx,yeB)x<y&ICi(x)Ci(y) CJ.
(ili) B is a continuous dcpo with basis i (B).

If one takes any basis B of a domain D and restricts the approximation relation < on
D to B, they are left with an abstract basis (B, <) whose ideal completion is D. Thus,
all domains arise as the ideal completion of an abstract basis.

Appendix: Topology

Nets are a generalization of sequences. Let X be a space.

Definition 9.4. A net is a function f : I — X where I is a directed poset.
A subset J of [ is cofinal if for all « € I, thereis 8 € J witha < B.

Definition 9.5. A subnet of a net f : I — X is a function g : J — I such that J is
directed and

eforallx,ye J,x <y = g(x) <g®)
e g(J) iscofinal in I.

Definition 9.6. A net f : I — X converges fo x € X ifforallopen U C X withx € U,
there is o € I such that

a<p=fPelU
forall B € 1.

A space X is compact if every open cover has a finite subcover.

Proposition 9.7. A space X is compact iff every net f : I — X has a convergent subnet.
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