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Extended Measurement Calculus
Vincent Danos, Elham Kashefi, Prakash Panangaden, Simon Perdrix

1.1 Introduction

The emergence of quantum computation has changed our perspective on many fundamental aspects of
computing: the nature of information and how it flows, new algorithmic design strategies and complexity
classes and the very structure of computational models. New challenges have been raised in the physical
implementation of quantum computers. This chapter is an investigation into the structure, scope and
limits of quantum computation. The main issues are questions about how quantum processes are defined,
how quantum algorithms compose, how quantum resources are used and how classical and quantum
information interact.

Traditionally, the main framework to explore quantum computation has been the circuit model Deutsch
(1989), based on unitary evolution. This is very useful for algorithmic development and complexity anal-
ysis Bernstein and Vazirani (1997). There are other models such as quantum Turing machines Deutsch
(1985) and quantum cellular automata Watrous (1995); van Dam (1996); Dürr and Santha (1996); Schu-
macher and Werner (2004). Although they are all proved to be equivalent from the point of view of
expressive power, there is no agreement on what is the canonical model for exposing the key aspects of
quantum computation.

On the other hand, physicists have introduced novel ideas based on the use of measurement and
entanglement to perform computation Gottesman and Chuang (1999); Raussendorf and Briegel (2001);
Raussendorf et al. (2003); Nielsen (2003). This is very different from the circuit model where measurement
is done only at the end to extract classical output. In measurement-based quantum computation the
main operation to manipulate information and control computation is measurement. This is surprising
because measurement creates indeterminacy, yet it is used to express deterministic computation defined
by a unitary evolution.

The idea of computing based on measurements emerged from the teleportation protocol Bennett et al.
(1993). The goal of this protocol is for an agent to transmit an unknown qubit to a remote agent without
actually sending the qubit. This protocol works by having the two parties share a maximally entangled
state called a Bell pair. The parties perform local operations – measurements and unitaries – and commu-
nicate only classical bits. Remarkably, from this classical information the second party can reconstruct
the unknown quantum state. In fact one can actually use this to compute via teleportation by choosing
an appropriate measurement Gottesman and Chuang (1999). This is the key idea of measurement-based
computation.

It turns out that the above method of computing is actually universal. This was first shown by Gottes-
man and Chuang Gottesman and Chuang (1999) who used two-qubit measurements and given Bell pairs.
The one-way computer was then invented by Raussendorf and Briegel Raussendorf and Briegel (2001,
2002) which used only single-qubit measurements with a particular multi-party entangled state, the
cluster state. In another approach, Nielsen Nielsen (2003) showed that one could do universal quantum
computing with only 4-qubit measurements with no prior Bell pairs, however this works only proba-
bilistically. Later Leung Leung (2004) improved Nielsen’s method using only two qubits measurements
and finally Perdrix and Jorrand Perdrix (2003); Perdrix and Jorrand (2004) gave the minimal set of
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measurements to perform universal quantum computing – but still in the probabilistic setting – and
introduced the state-transfer and measurement-based quantum Turing machine.

More precisely, a computation consists of a phase in which a collection of qubits are set up in a
standard entangled state. Then measurements are applied to individual qubits and the outcomes of the
measurements may be used to determine further adaptive measurements. Finally – again depending on
measurement outcomes – local adaptive unitary operators, called corrections, are applied to some qubits;
this allows the elimination of the indeterminacy introduced by measurements. The phrase “one-way” is
used to emphasize that the computation is driven by irreversible measurements.

There are at least two reasons to take measurement-based models seriously: one conceptual and one
pragmatic. The main pragmatic reason is that the one-way model is believed by physicists to lend itself
to easier implementations Nielsen (2004); Clark et al. (2005); Browne and Rudolph (2005); Tame et al.
(2004, 2006); Walther et al. (2005); Kay et al. (2006); Benjamin et al. (2005); Chen et al. (2006); Benjamin
et al. (2006). Physicists have investigated various properties of the cluster state and have accrued evidence
that the physical implementation is scalable and robust against decoherence Schlingemann (2003); Hein
et al. (2004); Dür et al. (2003); den Nest et al. (2004b,a); Mhalla and Perdrix (2004); Gilbert et al. (2005);
Hartmann et al. (2005); Dawson et al. (2006). Conceptually the measurement-based model highlights the
role of entanglement and separates the quantum and classical aspects of computation; thus it clarifies,
in particular, the interplay between classical control and the quantum evolution process.

Our approach to understanding the structural features of measurement-based computation is to develop
a formal calculus Danos et al. (2007). One can think of this as an “assembly language” for measurement-
based computation. Ours is the first programming framework specifically based on the one-way model.
We first develop a notation for such classically correlated sequences of entanglements, measurements,
and local corrections. Computations are organized in patterns, we use the word “pattern” rather than
“program”, because this corresponds to the commonly used terminology in the physics literature. We
give a careful treatment of the composition and tensor product (parallel composition) of patterns. We
show next that such pattern combinations reflect the corresponding combinations of unitary operators.
An easy proof of universality follows.

So far, this is primarily a clarification of what was already known from the series of papers introducing
and investigating the properties of the one-way model Raussendorf and Briegel (2001, 2002); Raussendorf
et al. (2003). However, we work here with an extended notion of pattern, where inputs and outputs may
overlap in any way one wants them to, and this results in more efficient – in the sense of using fewer
qubits – implementations of unitaries. Specifically, our universal set consists of patterns using only 2
qubits. From it we obtain a 3 qubit realisation of the Rz rotations and a 14 qubit realisation for the
controlled-U family: a significant reduction over the hitherto known implementations.

We then introduce a calculus of local equations over patterns that exploits some special algebraic
properties of the entanglement, measurement and correction operators. More precisely, we use the
fact that 1-qubit measurements are closed under conjugation by Pauli operators and the entanglement
command belongs to the normalizer of the Pauli group. We show that this calculus is sound in that
it preserves the interpretation of patterns. Most importantly, we derive from it a simple algorithm
by which any general pattern can be put into a standard form where entanglement is done first, then
measurements, then corrections. We call this standardization.

The consequences of the existence of such a procedure are far-reaching. Since entangling comes first,
one can prepare the entire entangled state needed during the computation right at the start: one never
has to do “on the fly” entanglements. Furthermore, the rewriting of a pattern to standard form reveals
parallelism in the pattern computation. In a general pattern, one is forced to compute sequentially
and to strictly obey the command sequence, whereas, after standardization, the dependency structure is
relaxed, resulting in lower computational depth complexity Broadbent and Kashefi (2009).

Last, the existence of a standard form for any pattern also has interesting corollaries beyond implemen-
tation and complexity matters, as it follows from it that patterns using no dependencies, or using only
the restricted class of Pauli measurements, can only realise a unitary belonging to the Clifford group,
and hence can be efficiently simulated by a classical computer Gottesoman (1997).

As we have noted before, there are other methods for measurement-based quantum computing: the
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teleportation technique based on two-qubit measurements Bennett et al. (1993); Gottesman and Chuang
(1999) and the state-transfer approach based on single qubit measurements and incomplete two-qubit
measurements Perdrix (2003, 2007). We will analyze both models and their relations to the one-way
model. We will show how our calculus can be smoothly extended to cover these cases as well as other
generalisation of the one-way model. We get several benefits from our treatment through a workable
syntax for handling the dependencies of operators on previous measurement outcomes just by mimicking
the one obtained in the one-way model. This has never been done before for the teleportation or state
transform models. Furthermore, we can use these embeddings to obtain a standardisation procedure
for these models. Finally the extended calculi can be compositionally embedded back in the original
one-way model. This clarifies the relation between different measurement-based models and shows that
the one-way model of Raussendorf and Briegel is the canonical one.

Having obtained the rigourous mathematical model underlying the measurement-based quantum com-
puting, we explore whether this model may suggest new techniques for designing quantum algorithms
and protocols. We start with the observation that one-way patterns implicitly define a particular de-
composition of unitary maps into a preparation map enlarging the input space, a diagonal map with
unit coefficients, and a restriction map contracting back the space to the output space, which we call a
phase map decomposition de Beaudrap et al. (2006, 2008). However this decomposition does not directly
correspond to any physical procedure leading to the definition of projection-based quantum comput-
ing. In other words, a projection-based pattern encapsulates most of the non-adaptive aspects of a
measurement-based computation. We then demonstrate how phase map decomposition can be used to
implement unitary maps directly into the projection-based model for quantum computing de Beaudrap
et al. (2006, 2008).

A natural step to take from there, is to investigate how to transform a projection-based pattern
specification to a measurement-based implementation. This is the basis of our next structural result which
goes some way to explain another key property of MBQC, namely that although quantum measurements
are inherently not deterministic, one can sometimes ensure the global determinism of the computation
using suitable dependencies between measurements Danos and Kashefi (2006); Browne et al. (2007). The
result asserts that under a graph-theoretic condition on the entanglement underlying a given computation,
namely the existence of a flow, it is possible to construct such dependencies. This is significant progress
in the direct understanding of the specifics of measurement-based information processing. Building on
this criterion and the well known stabilizer formalism, we then present a characterisation of both the
quantum and classical MBQC information flow Browne et al. (2007). An efficient algorithm for finding
optimal flow will be also represented Mhalla and Perdrix (2008).

Finally we conclude this chapter with demonstrating how the obtained MBQC tools can be used in the
traditional quantum circuit model. Indeed, we present a procedure for translating a given circuit into
an MBQC computation which is no longer based on a gate by gate translation Broadbent and Kashefi
(2009). With this in place, the measurement calculus leads to a rewriting system for quantum circuits
which decreases computation depth, this being an important issue in relation with decoherence time.

1.2 MBQC - Syntax

We first develop a notation for 1-qubit measurement-based computations. The basic commands one can
use in a pattern are:

• 1-qubit auxiliary preparation Ni

• 2-qubit entanglement operators Eij
• 1-qubit measurements Mα

i

• and 1-qubit Pauli operators corrections Xi and Zi

The indices i, j represent the qubits on which each of these operations apply, and α is a parameter in
[0, 2π]. Expressions involving angles are always evaluated modulo 2π. These types of command will be
referred to as N , E, M and C. Sequences of such commands, together with two distinguished – possibly
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overlapping – sets of qubits corresponding to inputs and outputs, will be called measurement patterns,
or simply patterns. These patterns can be combined by composition and tensor product.

Importantly, corrections and measurements are allowed to depend on previous measurement outcomes.
We shall prove later that patterns without these classical dependencies can only realise unitaries that
are in the Clifford group. Thus, dependencies are crucial if one wants to define a universal computing
model; that is to say, a model where all unitaries over ⊗nC2 can be realised. It is also crucial to develop
a notation that will handle these dependencies. This is what we do now.

Preparation Ni prepares qubit i in state |+〉i. The entanglement commands are defined as Eij := ∧Zij
(controlled-Z), while the correction commands are the Pauli operators Xi and Zi.

Measurement Mα
i is defined by orthogonal projections on

|+α〉 := 1√
2
(|0〉+ eiα|1〉)

|−α〉 := 1√
2
(|0〉 − eiα|1〉)

followed by a trace-out operator. The parameter α ∈ [0, 2π] is called the angle of the measurement.
For α = 0, α = π

2 , one obtains the X and Y Pauli measurements. Operationally, measurements will be
understood as destructive measurements, consuming their qubit. The outcome of a measurement done at
qubit i will be denoted by si ∈ Z2. Since one only deals here with patterns where qubits are measured at
most once (see condition (D1) below), this is unambiguous. We take the specific convention that si = 0
if under the corresponding measurement the state collapses to |+α〉, and si = 1 if to |−α〉.

Outcomes can be summed together resulting in expressions of the form s =
∑
i∈I si which we call

signals, and where the summation is understood as being done in Z2. We define the domain of a signal
as the set of qubits on which it depends.

As we have said before, both corrections and measurements may depend on signals. Dependent
corrections will be written Xs

i and Zsi and dependent measurements will be written t[Mα
i ]s, where

s, t ∈ Z2 and α ∈ [0, 2π]. The meaning of dependencies for corrections is straightforward: X0
i = Z0

i = I,
no correction is applied, while X1

i = Xi and Z1
i = Zi. In the case of dependent measurements, the

measurement angle will depend on s, t and α as follows:
t[Mα

i ]s := M
(−1)sα+tπ
i (1.1)

so that, depending on the parities of s and t, one may have to modify the α to one of −α, α + π and
−α+ π. These modifications correspond to conjugations of measurements under X and Z:

XiM
α
i Xi = M−αi (1.2)

ZiM
α
i Zi = Mα+π

i (1.3)

accordingly, we will refer to them as the X and Z-actions. Note that these two actions commute, since
−α+ π = −α− π up to 2π, and hence the order in which one applies them does not matter.

As we will see later, relations (1.2) and (1.3) are key to the propagation of dependent corrections,
and to obtaining patterns in the standard entanglement, measurement and correction form. Since the
measurements considered here are destructive, the above equations actually simplify to

Mα
i Xi = M−αi (1.4)

Mα
i Zi = Mα−π

i (1.5)

Another point worth noticing is that the domain of the signals of a dependent command, be it a measure-
ment or a correction, represents the set of measurements which one has to do before one can determine
the actual value of the command.

We have completed our catalog of basic commands, including dependent ones, and we turn now to
the definition of measurement patterns. For convenient reference, the language syntax is summarized in
1.1. We proceed now with the formal definition of a measurement pattern.

Definition 1 Patterns consists of three finite sets V , I, O, together with two injective maps ι : I → V

and o : O → V and a finite sequence of commands An . . . A1, read from right to left, applying to qubits
in V in that order, i.e. A1 first and An last, such that:
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S := 0, 1, si, S + S Signals
A := Ni Preparations

Eij Entanglements
t[Mα

i ]s Measurements
Xs
i , Z

s
i Corrections

Fig. 1.1. 1-qubit based measurement language syntax

(D0) no command depends on an outcome not yet measured;
(D1) no command acts on a qubit already measured;
(D2) no command acts on a qubit not yet prepared, unless it is an input qubit;
(D3) a qubit i is measured if and only if i is not an output.

The set V is called the pattern computation space, and we write HV for the associated quantum state
space ⊗i∈V C2. To ease notation, we will omit the maps ι and o, and write simply I, O instead of ι(I)
and o(O). Note, however, that these maps are useful to define classical manipulations of the quantum
states, such as permutations of the qubits. The sets I, O are called respectively the pattern inputs and
outputs, and we write HI , and HO for the associated quantum state spaces. The sequence An . . . A1 is
called the pattern command sequence, while the triple (V, I,O) is called the pattern type.

To run a pattern, one prepares the input qubits in some input state ψ ∈ HI , while the non-input
qubits are all set to the |+〉 state, then the commands are executed in sequence, and finally the result
of the pattern computation is read back from outputs as some φ ∈ HO. Clearly, for this procedure to
succeed, we had to impose the (D0), (D1), (D2) and (D3) conditions. Indeed if (D0) fails, then at some
point of the computation, one will want to execute a command which depends on outcomes that are not
known yet. Likewise, if (D1) fails, one will try to apply a command on a qubit that has been consumed
by a measurement (recall that we use destructive measurements). Similarly, if (D2) fails, one will try
to apply a command on a non-existent qubit. Condition (D3) is there to make sure that the final state
belongs to the output space HO, i.e., that all non-output qubits, and only non-output qubits, will have
been consumed by a measurement when the computation ends.

We write (D) for the conjunction of our definiteness conditions (D0), (D1), (D2) and (D3). Whether a
given pattern satisfies (D) or not is statically verifiable on the pattern command sequence. We could have
imposed a simple type system to enforce these constraints but, in the interests of notational simplicity,
we chose not to do so.

Here is a concrete example:

H := ({1, 2}, {1}, {2}, Xs1
2 M0

1E12N2)

with computation space {1, 2}, inputs {1}, and outputs {2}. To runH, one first prepares the first qubit in
some input state ψ, and the second qubit in state |+〉, then these are entangled to obtain ∧Z12(ψ1⊗|+〉2).
Once this is done, the first qubit is measured in the |+〉, |−〉 basis. Finally an X correction is applied
on the output qubit, if the measurement outcome was s1 = 1. We will do this calculation in detail later,
and prove that this pattern implements the Hadamard operator H.

In general, a given pattern may use auxiliary qubits that are neither input nor output qubits. Usually
one tries to use as few such qubits as possible, since these contribute to the space complexity of the
computation.

A last thing to note is that one does not require inputs and outputs to be disjoint subsets of V . This,
seemingly innocuous, additional flexibility is actually quite useful to give parsimonious implementations
of unitaries Danos et al. (2005). While the restriction to disjoint inputs and outputs is unnecessary, it
has been discussed whether imposing it results in patterns that are easier to realise physically. Recent
work Hein et al. (2004); Browne and Rudolph (2005); Clark et al. (2005) however, seems to indicate it
is not the case.

We are interested in how one can combine patterns in order to obtain bigger ones.
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The first way to combine patterns is by composing them. Two patterns P1 and P2 may be composed
if V1 ∩ V2 = O1 = I2. Provided that P1 has as many outputs as P2 has inputs, by renaming the pattern
qubits, one can always make them composable.

Definition 2 The composite pattern P2P1 is defined as:
— V := V1 ∪ V2, I = I1, O = O2,
— commands are concatenated.

The other way of combining patterns is to tensor them. Two patterns P1 and P2 may be tensored if
V1 ∩V2 = ∅. Again one can always meet this condition by renaming qubits in such a way that these sets
are made disjoint.

Definition 3 The tensor pattern P1 ⊗ P2 is defined as:
— V = V1 ∪ V2, I = I1 ∪ I2, and O = O1 ∪O2,
— commands are concatenated.

In contrast to the composition case, all the unions involved here are disjoint. Therefore commands from
distinct patterns freely commute, since they apply to disjoint qubits, and when we say that commands
have to be concatenated, this is only for definiteness. It is routine to verify that the definiteness conditions
(D) are preserved under composition and tensor product.

Before turning to this matter, we need a clean definition of what it means for a pattern to implement
or to realise a unitary operator, together with a proof that the way one can combine patterns is reflected
in their interpretations. This is key to our proof of universality.

1.3 MBQC - Semantics

In this section we give a formal operational semantics for the pattern language as a probabilistic labeled
transition system. We define deterministic patterns and thereafter concentrate on them. We show that
deterministic patterns compose. We give a denotational semantics of deterministic patterns; from the
construction it will be clear that these two semantics are equivalent.

Besides quantum states, which are non-zero vectors in some Hilbert space HV , one needs a classical
state recording the outcomes of the successive measurements one does in a pattern. If we let V stand
for the finite set of qubits that are still active (i.e. not yet measured) and W stands for the set of qubits
that have been measured (i.e. they are now just classical bits recording the measurement outcomes), it
is natural to define the computation state space as:

S := ΣV,WHV × ZW2 .

In other words the computation states form a V,W -indexed family of pairs q, Γ, where q is a quantum
state from HV and Γ is a map from some W to the outcome space Z2. We call this classical component
Γ an outcome map, and denote by ∅ the empty outcome map in Z∅

2 . We will treat these states as pairs
unless it becomes important to show how V and W are altered during a computation, as happens during
a measurement.

Operational semantics

We need some preliminary notation. For any signal s and classical state Γ ∈ ZW2 , such that the domain
of s is included in W , we take sΓ to be the value of s given by the outcome map Γ. That is to say, if
s =

∑
I si, then sΓ :=

∑
I Γ(i) where the sum is taken in Z2. Also if Γ ∈ ZW2 , and x ∈ Z2, we define:

Γ[x/i](i) = x, Γ[x/i](j) = Γ(j) for j 6= i

which is a map in ZW∪{i}2 .
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We may now view each of our commands as acting on the state space S; we have suppressed V and
W in the first 4 commands:

q,Γ Ni−→ q ⊗ |+〉i,Γ
q,Γ

Eij−→ ∧Zijq,Γ
q,Γ

Xsi−→ XsΓ
i q,Γ

q,Γ
Zsi−→ ZsΓi q,Γ

V ∪ {i},W, q,Γ
t[Mα

i ]s−→ V,W ∪ {i}, 〈+αΓ |iq,Γ[0/i]

V ∪ {i},W, q,Γ
t[Mα

i ]s−→ V,W ∪ {i}, 〈−αΓ |iq,Γ[1/i]

where αΓ = (−1)sΓα+ tΓπ following equation (1.1). Note how the measurement moves an index from V

to W ; a qubit once measured cannot be neasured again. Suppose q ∈ HV , for the above relations to be
defined, one needs the indices i, j on which the various command apply to be in V . One also needs Γ to
contain the domains of s and t, so that sΓ and tΓ are well-defined. This will always be the case during
the run of a pattern because of condition (D).

All commands except measurements are deterministic and only modify the quantum part of the state.
The measurement actions on S are not deterministic, so that these are actually binary relations on S,
and modify both the quantum and classical parts of the state. The usual convention has it that when
one does a measurement the resulting state is renormalized and the probabilities are associated with the
transition. We do not adhere to this convention here, instead we leave the states unnormalized. The
reason for this choice of convention is that this way, the probability of reaching a given state can be read
off its norm, and the overall treatment is simpler. As we will show later, all the patterns implementing
unitary operators will have the same probability for all the branches and hence we will not need to carry
these probabilities explicitly.

We introduce an additional command called signal shifting :

q,Γ
Ssi−→ q,Γ[Γ(i) + sΓ/i]

It consists in shifting the measurement outcome at i by the amount sΓ. Note that the Z-action leaves
measurements globally invariant, in the sense that |+α+π〉, |−α+π〉 = |−α〉, |+α〉. Thus changing α to
α+ π amounts to swapping the outcomes of the measurements, and one has:

t[Mα
i ]s = Sti

0[Mα
i ]s (1.6)

and signal shifting allows to dispose of the Z action of a measurement, resulting sometimes in convenient
optimizations of standard forms.

Denotational semantics

Let P be a pattern with computation space V , inputs I, outputs O and command sequence An . . . A1.
To execute a pattern, one starts with some input state q in HI , together with the empty outcome map ∅.
The input state q is then tensored with as many |+〉s as there are non-inputs in V (the N commands),
so as to obtain a state in the full space HV . Then E, M and C commands in P are applied in sequence
from right to left. We can summarize the situation as follows:

HI

��

// HO

HI × Z∅
2

prep // HV × Z∅
2

A1...An // HO × ZVrO
2

OO

If m is the number of measurements, which is also the number of non outputs, then the run may follow
2m different branches. Each branch is associated with a unique binary string s of length m, representing
the classical outcomes of the measurements along that branch, and a unique branch map As representing
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the linear transformation from HI to HO along that branch. This map is obtained from the operational
semantics via the sequence (qi,Γi) with 1 ≤ i ≤ n+ 1, such that:

q1,Γ1 = q ⊗ |+ . . .+〉,∅
qn+1 = q′ 6= 0

and for all i ≤ n : qi,Γi
Ai−→ qi+1,Γi+1.

Definition 4 A pattern P realises a map on density matrices ρ given by ρ 7→
∑

sA
†
s(ρ)As. We write

[[P]] for the map realized by P.

Proposition 5 Each pattern realizes a completely positive trace preserving map.

Proof. Later on we will show that every pattern can be put in a semantically equivalent form where
all the preparations and entanglements appear first, followed by a sequence of measurements and finally
local Pauli corrections. Hence branch maps decompose as As = CsΠsU , where Cs is a unitary map over
HO collecting all corrections on outputs, Πs is a projection from HV to HO representing the particular
measurements performed along the branch, and U is a unitary embedding from HI to HV collecting the
branch preparations, and entanglements. Note that U is the same on all branches. Therefore,

∑
sA
†
sAs =

∑
s U
†Π†sC

†
sCsΠsU

=
∑

s U
†Π†sΠsU

= U†(
∑

s Πs)U
= U†U = I

where we have used the fact that Cs is unitary, Πs is a projection and U is independent of the branches
and is also unitary. Therefore the map T (ρ) :=

∑
sAs(ρ)A†s is a trace-preserving completely-positive

map (cptp-map), explicitly given as a Kraus decomposition. 2

Hence the denotational semantics of a pattern is a cptp-map. In our denotational semantics we view
the pattern as defining a map from the input qubits to the output qubits. We do not explicitly represent
the result of measuring the final qubits; these may be of interest in some cases. Techniques for dealing
with classical output explicitly are given by Selinger Selinger (2004) and Unruh Unruh (2005). With our
definitions in place, we will show that the denotational semantics is compositional.

Theorem 1 For two patterns P1 and P2 we have [[P1P2]] = [[P2]][[P1]] and [[P1 ⊗ P2]] = [[P2]]⊗ [[P1]].

Proof. Recall that two patterns P1, P2 may be combined by composition provided P1 has as many
outputs as P2 has inputs. Suppose this is the case, and suppose further that P1 and P2 respectively
realize some cptp-maps T1 and T2. We need to show that the composite pattern P2P1 realizes T2T1.

Indeed, the two diagrams representing branches in P1 and P2:

HI1

��

// HO1 HI2

��

// HO2

HI1 × Z∅
2

p1// HV1 × Z∅
2

// HO1 × ZV1rO1
2

OO

HI2 × Z∅
2

p2// HV2 × Z∅
2

// HO2 × ZV2rO2
2

OO

can be pasted together, since O1 = I2, and HO1 = HI2 . But then, it is enough to notice 1) that
preparation steps p2 in P2 commute with all actions in P1 since they apply on disjoint sets of qubits,
and 2) that no action taken in P2 depends on the measurements outcomes in P1. It follows that the
pasted diagram describes the same branches as does the one associated to the composite P2P1.

A similar argument applies to the case of a tensor combination, and one has that P2 ⊗ P1 realizes
T2 ⊗ T1. 2

If one wanted to give a categorical treatment one can define a category where the objects are finite sets
representing the input and output qubits and the morphisms are the patterns. This is clearly a monoidal
category with our tensor operation as the monoidal structure. One can show that the denotational
semantics gives a monoidal functor into the category of superoperators or into any suitably enriched
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strongly compact closed category Abramsky and Coecke (2004) or dagger category Selinger (2005a).
It would be very interesting to explore exactly what additional categorical structures are required to
interpret the measurement calculus presented below. Duncan Ross Duncan (2005) has skectched a
polycategorical presentation of our measurement calculus.

Determinism

We conclude this section by presenting various notions of determinism which will be used later when we
return to the question of transforming a projection-based pattern to a measurement-based pattern. A
pattern is said to be deterministic if it realizes a cptp-map that sends pure states to pure states. This
is equivalent to saying that for a deterministic pattern branch maps are proportional, that is to say, for
all q ∈ HI and all s1, s2 ∈ Zn2 , As1(q) and As2(q) differ only up to a scalar. The class of deterministic
patterns include projections, see example below.

A more restricted class contains all the unitary and unitary embedding operators: a pattern is said
to be strongly deterministic when branch maps are equal (up to a global phase), i.e. for all s1, s2 ∈ Zn2 ,
As1 = eiφs1,s2As2 . These are the patterns implementing quantum algorithms and hence understanding
their structural properties is of particular interest.

Proposition 6 If a pattern is strongly deterministic, then it realizes a unitary embedding.

Proof. Define T to be the map realized by the pattern. We have T =
∑

sA
†
sAs. Since the pattern

in strongly deterministic all the branch maps are the same. Define A to be 2n/2As, then A must be a
unitary embedding, because A†A = I. 2

An important sub-class of deterministic patterns are robust under the changes of the angles: a pattern
is said to be uniformly deterministic if it is deterministic for all values of its measurement angles.
In another words a uniformly deterministic pattern defines a class of quantum operators that can be
performed given the same initial entanglement resources. On the other hand it is known that if we
fix the angle of measurements to be Pauli the obtained operators is in Clifford group Danos et al.
(2007). That means uniform determinism allow us to associate to a family of quantum operators a
canonical pattern implementing a Clifford operator, a potential valuable abstract reduction for the study
of quantum operators.

Finally a pattern is said to be stepwise deterministic if it is deterministic after performing each single
measurement together with all the corrections depending on the result of that measurement. In another
words a pattern is stepwise deterministic if after each single measurements there exists a set of local
corrections depending only on the result of this measurements to be performed on some or all of the
non-measured qubits that will make the two branches equal (up to a global phase).

We assume that all the non-input qubits are prepared in the state |+〉 and hence for simplicity we
omit the preparation commands NIc . First we give a quick example of a deterministic pattern that has
branches with different probabilities. Its type is V = {1, 2}, I = O = {1}, and its command sequence is
Mα

2 . Therefore, starting with input q, one gets two branches:

q ⊗ |+〉,∅ Mα
2−→


1
2 (1 + e−iα)q,∅[0/2]

1
2 (1− e−iα)q,∅[1/2]

Thus this pattern is indeed deterministic, and implements the identity up to a global phase, and yet the
two branches have respective probabilities (1 + cosα)/2 and (1− cosα)/2, which are not equal in general
and hence this pattern is not strongly deterministic.

There is an interesting variation on this first example. The pattern of interest, call it T , has the
same type as above with command sequence Xs2

1 M0
2E12. Again, T is deterministic, but not strongly

deterministic: the branches have different probabilities, as in the preceding example. Now, however,
these probabilities may depend on the input. The associated transformation is a cptp-map, T (ρ) :=
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AρA† +BρB† with:

A :=
(

1 0
0 0

)
, B :=

(
0 1
0 0

)
One has A†A + B†B = I, so T is indeed a completely positive and trace-preserving linear map and
T (|ψ〉〈ψ|) = 〈ψ,ψ〉|0〉〈0| and clearly for no unitary U does one have T (ρ) := UρU†.

For our final example, we return to the pattern H, already defined above. Consider the pattern with
the same qubit space {1, 2}, and the same inputs and outputs I = {1}, O = {2}, as H, but with a shorter
command sequence namely M0

1E12. Starting with input q = (a|0〉+ b|1〉)|+〉, one has two computation
branches, branching at M0

1 :

(a|0〉+ b|1〉)|+〉,∅ E12−→ 1√
2
(a|00〉+ a|01〉+ b|10〉 − b|11〉),∅

M0
1−→


1
2 ((a+ b)|0〉+ (a− b)|1〉),∅[0/1]

1
2 ((a− b)|0〉+ (a+ b)|1〉),∅[1/1]

and since ‖a+ b‖2 + ‖a− b‖2 = 2(‖a‖2 + ‖b‖2), both transitions happen with equal probabilities 1
2 . Both

branches end up with non proportional outputs, so the pattern is not deterministic. However, if one
applies the local correction X2 on either of the branches’ ends, both outputs will be made to coincide.
If we choose to let the correction apply to the second branch, we obtain the pattern H, already defined.
We have just proved H = UH, that is to say H realizes the Hadamard operator.

1.4 MBQC - Universality

In this section we first introduce a simple parameterized family J(α) that generates all unitaries over
C2. By adding the unitary operator controlled-Z (∧Z) defined over C2 ⊗ C2, one then obtains a set of
generators for all unitary maps over ⊗nC2. Both J(α) and ∧Z, have simple realizations in the one-way
model, using only two qubits. As a consequence, one obtains an implementation of the controlled-U (∧U)
family of unitaries, using only 14 qubits. Combining these as building blocks, any general unitary can be
obtained by using relatively few auxiliary qubits Danos et al. (2005). Furthermore, our building blocks
have an interesting property, namely that their underlying entanglement graphs have no odd-length
cycles, and such states have been shown to be robust against decoherence Dür et al. (2003).

Consider the following one-parameter family J(α):

J(α) := 1√
2

(
1 eiα

1 −eiα
)
,

we can see already that the Pauli spin matrices, phase and Hadamard operators can be described using
only J(α):

X = J(π)J(0) P (α) = J(0)J(α)
Z = J(0)J(π) H = J(0)

We will also use the following equations:

J(0)2 = I

J(α)J(0)J(β) = J(α+ β)
J(α)J(π)J(β) = eiαZ J(β − α)

The second and third equations are referred to as the additivity and subtractivity relations. Additivity
gives another useful pair of equations:

XJ(α) = J(α+ π) = J(α)Z (1.7)

Any unitary operator U on C2 can be written:

U = eiαJ(0)J(β)J(γ)J(δ)

11



for some α, β, γ and δ in R. We will refer to this as a J-decomposition of U . To prove this note that all
three Pauli rotations are expressible in terms of J(α):

Rx(α) = e−i
α
2 J(α)J(0) (1.8)

Ry(α) = e−i
α
2 J(0)J(

π

2
)J(α)J(−π

2
) (1.9)

Rz(α) = e−i
α
2 J(0)J(α) (1.10)

From the Z–X decomposition, we know that every 1-qubit unitary operator U can be written as:

U = eiαRz(β)Rx(γ)Rz(δ)

and using equations (1.10) and (1.8) we get:

U = eiαe−i
β+γ+δ

2 J(0)J(β)J(γ)J(δ)

We conclude in particular, that J(α) generates all 1-qubit unitary operators.
Next, we turn to the decomposition of ∧U in terms of J(α) and ∧Z. Subscripts to operators indicate

the qubit to which they apply, and we sometimes abbreviate Ji(α) as Jαi .
Suppose U has J-decomposition eiαJ(0)J(β)J(γ)J(δ), then ∧U can also be decomposed as follows:

∧U12 = J0
1J

α′

1 J0
2J

β+π
2 J

− γ2
2 J

−π2
2 J0

2 ∧Z12J
π
2

2 J
γ
2

2 J
−π−δ−β

2
2 J0

2 ∧Z12J
−β+δ−π

2
2

with α′ = α+ β+γ+δ
2 .

To prove the above decomposition, we first define auxiliary unitary operators:

A = J(0)J(β + π)J(−γ2 )J(−π2 )
B = J(0)J(π2 )J(γ2 )J(−π−δ−β2 )
C = J(0)J(−β+δ−π

2 )

Then, using the additivity relation we obtain ABC = I. On the other hand, using both the subtractivity
relation and equations (1.7), we get:

AXBXC = J(0)J(β + π)J(−γ2 )J(−π2 )J(π)J(π2 )J(γ2 )J(−π−δ−β2 )J(π)J(−β+δ−π
2 )

= e−i
δ+β+γ

2 J(0)J(β)J(γ)J(δ)

Therefore one also has ei
2α+β+γ+δ

2 AXBXC = U .
Combining our two equations in A, B, C, we obtain ∧U12 = P1(α′)A2 ∧X12B2 ∧X12C2 with α′ =

α+ β+γ+δ
2 ; a decomposition which we can rewrite using our generating set:

P (α)1 = J0
1J

α
1

∧X12 = H2 ∧Z12H2 = J0
2 ∧Z12J

0
2

to obtain the above decomposition of ∧U .
As we will see, this decomposition leads to an implementation for the ∧U operator using only 14

qubits. Using Y or Z in place of X in the argument above, one finds costlier decompositions using 15
and 16 qubits. No comparable decomposition was given previously.

Having all unitaries U over C2 and all unitaries of the form ∧U over C2 ⊗ C2 we can conclude that:

Theorem 2 (Universality) The set {J(α),∧Z} generates all unitaries.

The following unitaries H = J(0), P (π4 ) = J(0)J(π4 ), and ∧X = J(0)∧ZJ(0), are known to be
approximately universal, in the sense that any unitary can be approximated within any precision by
combining these Nielsen and Chuang (2000). Therefore the set J(0), J(π4 ) and ∧Z is also approximately
universal.

It is easy to verify that the following patterns implement our generators

J (α) := Xs1
2 M−α1 E12

∧Z := E12

12



where in the first pattern 1 is the only input and 2 is the only output, while in the second both 1 and
2 are inputs and outputs (note that we are allowing patterns to have overlapping inputs and outputs).
Combining these two patterns, by composition and tensoring, will therefore generate patterns realizing
all unitaries over ⊗nC2. These patterns are indeed among the simplest possible. Remarkably, there is
only one single dependency overall, which occurs in the correction phase of J (α). No set of patterns
without any measurement could be a generating set, since those can only implement unitaries in the
Clifford group as we prove later.

Let us now examine the implementation of ∧U , based on the decomposition which we recall:

∧U12 = J0
1J

α′

1 J0
2J

β+π
2 J

− γ2
2 J

−π2
2 J0

2 ∧Z12J
π
2

2 J
γ
2

2 J
−π−δ−β

2
2 J0

2 ∧Z12J
−β+δ−π

2
2

with α′ = α + β+γ+δ
2 . Replacing each of the generators in the above expression by the corresponding

pattern, we get the following long equation that should be red from bottom to top and from right to left:

XsB
C M0

BEBCX
sA
B M−α

′

A EABX
sj
k M

0
j EjkX

si
j M

−β−π
i EijX

sh
i M

γ
2
h EhiX

sg
h M

π
2
g EghX

sf
g M0

fEfgEAfX
se
f M

−π2
e

EefX
sd
e M

− γ2
d EdeX

sc
d M

π+δ+β
2

c EcdX
sb
c M

0
bEbcEAbX

sa
b M

β−δ+π
2

a Eab

with input qubits {A, a} and output qubits {C, k}. We have reserved uppercase (lowercase) letters for
qubits used in implementing the J operators on control qubit A (target qubit a), and have indeed used
a total number of 14 qubits. Figure (1.2) shows the corresponding entanglement graph, where vertices
represent qubits and edges connect the qubits of an entangled pair. This graph has only one cycle of
length 6.

a k

CA

Fig. 1.2. Graph state for the ∧U pattern: input qubits A and a are boxed, output qubits are C and k, measured qubits
are solid circles.

This graph also has a further interesting property, namely that all possible paths linking boundary
vertices (inputs and outputs) are of even length (2, 6, 10 as it happens) as we can see in Figure (1.3).

a

2,6
6,10

C
2

6

10

A

k

Fig. 1.3. Extreme paths in ∧U pattern: numbers represent the length of paths; solid circles represent the pattern input
and output qubits.

Say that a path is extreme in a graph with inputs and outputs, if it goes from the boundary to itself;
say that a graph with inputs and outputs is even if all its extreme paths are of even length; say that
a pattern is even if its entanglement graph is even. We may then rephrase the last observation by
saying that the pattern for ∧U is even. Patterns with an empty command sequence - among which one
finds those implementing permutations over ⊗nC2 - are even. Indeed, all their paths, therefore all their
extreme paths, are of length zero, and zero is even. Furthermore, even patterns are closed under tensor
product and composition. Indeed, the graph associated to the tensor product of two patterns is the
juxtaposition of the components graphs, and therefore has a path space which is the disjoint sum of the
path spaces of its components. On the other hand any extreme path in a composite pattern is a product
of extreme paths of the components, and has therefore even length. This has a nice consequence:

Theorem 3 Any unitary can be realized by a pattern with a 2-colorable underlying graph.
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Any unitary can be realized by a pattern obtained from the J-decomposition pattern, the ∧U pattern,
and the permutation patterns, combined by tensor and composition. Any cycle in such a pattern is
either a cycle internal to some basic pattern (which rules out J-decomposition and permutation patterns
which have a linear entanglement graph), so living inside a ∧U pattern, therefore of length 6 and hence
even, or the cycle is a product of extreme paths, therefore even, because all basic patterns are even, and
by the above discussion, so is any combination of them. This completes the proof of the theorem. 2

As said, 2-colorable entanglement graphs are interesting since purification protocols exist for their
associated graph states, making them physically implementable in such a way that is robust against
decoherence Dür et al. (2003). So it is good news that such robust implementations can be obtained
in the one-way model for all unitary operators. It is important to note a similar result was known for
a particular graph states so called cluster states Raussendorf et al. (2003). The underlying graph of
the cluster states are rectangular grids and hence 2-colorable. However to realize an arbitrary unitary
operator one needs to consume many qubits and perform many Pauli measurements to respect the
underlying structure, whereas in our proposed implementation all the unnecessary measurements have
been removed and yet a 2-colorable graph is obtained.

1.5 Measurement Calculus

We turn now to our structural result on the one-way model asserting that the key factorisation property,
namely that entanglement can be done first, and then local measurements, can be reduced to confluence
properties of a simple algebraic rewriting system Danos et al. (2007).

The expressions appearing as commands are all linear operators on Hilbert space. At first glance,
the appropriate equality between commands is equality as operators. For the deterministic commands,
the equality that we consider is indeed equality as operators. This equality implies equality in the
denotational semantics. However, for measurement commands one needs a stricter definition for equality
in order to be able to apply them as rewriting rules. Essentially we have to take into the account the
effect of different branches that might result from the measurement process. The precise definition is
below.

Definition 7 Given two patterns P and P ′ we define P = P ′ if and only if for any branch s, we have
APs = AP

′

s , where APs and AP
′

s are the branch map As defined in Section 1.3.

The first set of equations gives the means to propagate local Pauli corrections through the entangling
operator Eij .

EijX
s
i = Xs

i Z
s
jEij (1.11)

EijX
s
j = Xs

jZ
s
iEij (1.12)

EijZ
s
i = ZsiEij (1.13)

EijZ
s
j = ZsjEij (1.14)

These equations are easy to verify and are natural since Eij belongs to the Clifford group, and therefore
maps under conjugation the Pauli group to itself. Note that, despite the symmetry of the Eij operator
qua operator, we have to consider all the cases, since the rewrite system defined below does not allow
one to rewrite Eij to Eji. If we did allow this the rewrite process could loop forever.

A second set of equations allows one to push corrections through measurements acting on the same
qubit. Again there are two cases:

t[Mα
i ]sXr

i = t[Mα
i ]s+r (1.15)

t[Mα
i ]sZri = t+r[Mα

i ]s (1.16)

These equations follow easily from equations (1.4) and (1.5). They express the fact that the measure-
ments Mα

i are closed under conjugation by the Pauli group, very much like equations (1.11),(1.12),(1.13)
and (1.14) express the fact that the Pauli group is closed under conjugation by the entanglements Eij .
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Define the following convenient abbreviations:

[Mα
i ]s := 0[Mα

i ]s t[Mα
i ] := t[Mα

i ]0 Mα
i := 0[Mα

i ]0 Mx
i := M0

i My
i := M

π
2
i

Particular cases of the equations above are:

Mx
i X

s
i = Mx

i

My
i X

s
i = [My

i ]s = s[My
i ] = My

i Z
s
i

The first equation, follows from the fact that −0 = 0, so the X action on Mx
i is trivial; the second

equation, is because −π2 is equal π2 + π modulo 2π, and therefore the X and Z actions coincide on My
i .

So we obtain the following:

t[Mx
i ]s = t[Mx

i ] (1.17)
t[My

i ]s = s+t[My
i ] (1.18)

which we will use later to prove that patterns with measurements of the form Mx and My may only
realize unitaries in the Clifford group.

We now define a set of rewrite rules, obtained by orienting the equations above. Recall that patterns
are executed from right to left:

EijX
s
i ⇒ Xs

i Z
s
jEij EX

EijX
s
j ⇒ Xs

jZ
s
iEij EX

EijZ
s
i ⇒ ZsiEij EZ

EijZ
s
j ⇒ ZsjEij EZ

t[Mα
i ]sXr

i ⇒ t[Mα
i ]s+r MX

t[Mα
i ]sZri ⇒ r+t[Mα

i ]s MZ

to which we need to add the free commutation rules, obtained when commands operate on disjoint sets
of qubits:

EijA~k ⇒ A~kEij where A is not an entanglement
A~kX

s
i ⇒ Xs

iA~k where A is not a correction
A~kZ

s
i ⇒ ZsiA~k where A is not a correction

where ~k represent the qubits acted upon by command A, and are supposed to be distinct from i and j.
Clearly these rules could be reversed since they hold as equations but we are orienting them this way in
order to obtain termination. Condition (D) is easily seen to be preserved under rewriting.

Under rewriting, the computation space, inputs and outputs remain the same, and so do the entangle-
ment commands. Measurements might be modified, but there is still the same number of them, and they
still act on the same qubits. The only induced modifications concern local corrections and dependencies.
If there was no dependency at the start, none will be created in the rewriting process.

In order to obtain rewrite rules, it was essential that the entangling command (∧Z) belongs to the
normalizer of the Pauli group. The point is that the Pauli operators are the correction operators and they
can be dependent, thus we can commute the entangling commands to the beginning without inheriting
any dependency. Therefore the entanglement resource can indeed be prepared at the outset of the
computation.

Write P ⇒ P ′, respectively P ⇒? P ′, if both patterns have the same type, and one obtains the com-
mand sequence of P ′ from the command sequence of P by applying one, respectively any number, of the
rewrite rules of the previous section. We say that P is standard if for no P ′, P ⇒ P ′ and the procedure of
writing a pattern to standard form is called standardization. We use the word “standardization” instead
of the more usual “normalization” in order not to cause terminological confusion with the physicists’
notion of normalization.

One of the most important results about the rewrite system is that it has the desirable properties of
determinacy (confluence) and termination (standardization). In other words, we will show that for all P,
there exists a unique standard P ′, such that P ⇒? P ′. It is, of course, crucial that the standardization
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process leaves the semantics of patterns invariant. This is the subject of the next simple, but important,
proposition,

Proposition 8 Whenever P ⇒? P ′, [[P]] = [[P ′]].

Proof. It is enough to prove it when P ⇒ P ′. The first group of rewrites has been proved to be sound
in the preceding subsections, while the free commutation rules are obviously sound. 2

We now begin the main proof of this section. First, we prove termination.

Theorem 4 (Termination) All rewriting sequences beginning with a pattern P terminate after finitely
many steps. For our rewrite system, this implies that for all P there exist finitely many P ′ such that
P ⇒? P ′ where the P ′ are standard.

Proof. Suppose P has command sequence An . . . A1; so the number of commands is n. Let e ≤ n be
the number of E commands in P. As we have noted earlier, this number is invariant under⇒. Moreover
E commands in P can be ordered by increasing depth, read from right to left, and this order, written
<E , is also invariant, since EE commutations are forbidden explicitly in the free commutation rules.

Define the following depth function d on E and C commands in P:

d(Ai) =
{
i if Ai = Ejk
n− i if Ai = Cj

Define further the following sequence of length e, dE(P)(i) is the depth of the E-command of rank i

according to <E . By construction this sequence is strictly increasing. Finally, we define the measure
m(P) := (dE(P), dC(P)) with:

dC(P) =
∑
C∈P d(C)

We claim the measure we just defined decreases lexicographically under rewriting, in other words P ⇒ P ′
implies m(P) > m(P ′), where < is the lexicographic ordering on Ne+1.

To clarify these definitions, consider the following example. Suppose P’s command sequence is of the
form EXZE, then e = 2, dE(P) = (1, 4), and m(P) = (1, 4, 3). For the command sequence EEX we
get that e = 2, dE(P) = (2, 3) and m(P) = (2, 3, 2). Now, if one considers the rewrite EEX ⇒ EXZE,
the measure of the left hand side is (2, 3, 2), while the measure of the right hand side, as said, is (1, 4, 3),
and indeed (2, 3, 2) > (1, 4, 3). Intuitively the reason is clear: the Cs are being pushed to the left, thus
decreasing the depths of Es, and concomitantly, the value of dE .

Let us now consider all cases starting with an EC rewrite. Suppose the E command under rewrite
has depth d and rank i in the order <E . Then all Es of smaller rank have same depth in the right hand
side, while E has now depth d− 1 and still rank i. So the right hand side has a strictly smaller measure.
Note that when C = X, because of the creation of a Z (see the example above), the last element of
m(P) may increase, and for the same reason all elements of index j > i in dE(P) may increase. This is
why we are working with a lexicographical ordering.

Suppose now one does an MC rewrite, then dC(P) strictly decreases, since one correction is absorbed,
while all E commands have equal or smaller depths. Again the measure strictly decreases.

Next, suppose one does an EA rewrite, and the E command under rewrite has depth d and rank i.
Then it has depth d− 1 in the right hand side, and all other E commands have invariant depths, since
we forbade the case when A is itself an E. It follows that the measure strictly decreases.

Finally, upon an AC rewrite, all E commands have invariant depth, except possibly one which has
smaller depth in the case A = E, and dC(P) decreases strictly because we forbade the case where A = C.
Again the claim follows.

So all rewrites decrease our ordinal measure, and therefore all sequences of rewrites are finite, and
since the system is finitely branching (there are no more than n possible single step rewrites on a given
sequence of length n), we get the statement of the theorem. 2

The next theorem establishes the important determinacy property and furthermore shows that the
standard patterns have a certain canonical form which we call the NEMC form. The precise definition
is:
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Definition 9 A pattern has a NEMC form if its commands occur in the order of Ns first, then Es ,
then Ms, and finally Cs.

We will usually just say “EMC” form since we can assume that all the auxiliary qubits are prepared in
the |+〉 state and we usually just elide these N commands.

Theorem 5 (Confluence) For all P, there exists a unique standard P ′, such that P ⇒? P ′, and P ′ is
in EMC form.

Proof. Since the rewriting system is terminating, confluence follows from local confluence by Newman’s
lemma, see, for example, Barendregt (1984). This means that whenever two rewrite rules can be applied
to a term t yielding t1 and t2, one can rewrite both t1 and t2 to a common third term t3, possibly in
many steps. Then the uniqueness of the standard form is an immediate consequence.

In order to prove the local confluence we look for critical pairs, that is occurrences of three successive
commands where two rules can be applied simultaneously. One finds that there are only five types of
critical pairs, of these the three involve the N command, these are of the form: NMC, NEC and NEM ;
and the remaining two are: EijMkCk with i, j and k all distinct, EijMkCl with k and l distinct. In all
cases local confluence is easily verified.

Suppose now P ′ does not satisfy the EMC form conditions. Then, either there is a pattern EA with
A not of type E, or there is a pattern AC with A not of type C. In the former case, E and A must
operate on overlapping qubits, else one may apply a free commutation rule, and A may not be a C since
in this case one may apply an EC rewrite. The only remaining case is when A is of type M , overlapping
E’s qubits, but this is what condition (D1) forbids, and since (D1) is preserved under rewriting, this
contradicts the assumption. The latter case is even simpler. 2

We have shown that under rewriting any pattern can be put in EMC form, which is what we wanted.
We actually proved more, namely that the standard form obtained is unique. However, one has to be
a bit careful about the significance of this additional piece of information. Note first that uniqueness
is obtained because we dropped the CC and EE free commutations, thus having a rigid notion of
command sequence. One cannot put them back as rewrite rules, since they obviously ruin termination
and uniqueness of standard forms.

A reasonable thing to do, would be to take this set of equations as generating an equivalence relation
on command sequences, call it ≡, and hope to strengthen the results obtained so far, by proving that all
reachable standard forms are equivalent.

But this is too naive a strategy, since E12X1X2 ≡ E12X2X1, and:

E12X
s
1X

t
2 ⇒? Xs

1Z
s
2X

t
2Z

t
1E12

≡ Xs
1Z

t
1Z

s
2X

t
2E12

obtaining an expression which is not symmetric in 1 and 2. To conclude, one has to extend ≡ to include
the additional equivalence Xs

1Z
t
1 ≡ Zt1Xs

1 , which fortunately is sound since these two operators are equal
up to a global phase. Thus, these are all equivalent in our semantics of patterns. We summarize this
discussion as follows.

Definition 10 We define an equivalence relation ≡ on patterns by taking all the rewrite rules as equations
and adding the equation Xs

1Z
t
1 ≡ Zt1Xs

1 and generating the smallest equivalence relation.

With this definition we can state the following proposition.

Proposition 11 All patterns that are equivalent by ≡ are equal in the denotational semantics.

This ≡ relation preserves both the type (the (V, I,O) triple) and the underlying entanglement graph. So
clearly semantic equality does not entail equality up to ≡. In fact, by composing teleportation patterns
one obtains infinitely many patterns for the identity which are all different up to ≡. One may wonder
whether two patterns with same semantics, type and underlying entanglement graph are necessarily
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equal up to ≡. This is not true either. One has J(α)J(0)J(β) = J(α+ β) = J(β)J(0)J(α) (where J(α)
is defined in Section 1.4), and this readily gives a counter-example.

We can now formally describe a simple standardization algorithm.

Algorithm 1 Input: A pattern P on |V | = N qubits with command sequence AM · · ·A1.
Output: An equivalent pattern P ′ in NEMC form.

(i) Commute all the preparation commands (new qubits) to the right side.
(ii) Commute all the correction commands to the left side using the EC and MC rewriting rules.
(iii) Commute all the entanglement commands to the right side after the preparation commands.

Note that since each qubit can be entangled with at most N − 1 other qubits, and can be measured
or corrected only once, we have O(N2) entanglement commands and O(N) measurement commands.
According to the definiteness condition, no command acts on a qubit not yet prepared, hence the first
step of the above algorithm is based on trivial commuting rules; the same is true for the last step as no
entanglement command can act on a qubit that has been measured. Both steps can be done in O(N2)
time. The real complexity of the algorithm comes from the second step and the EX commuting rule. In
the worst case scenario, commuting an X correction to the left might create O(N2) other Z corrections,
each of which has to be commuted to the left themselves. Thus one can have at most O(N3) new
corrections, each of which has to be commuted past O(N2) measurement or entanglement commands.
Therefore the second step, and hence the algorithm, has a worst case complexity of O(N5) time.

We conclude this subsection by emphasizing the importance of the EMC form. Since the entangle-
ment can always be done first, we can always derive the entanglement resource needed for the whole
computation right at the beginning. After that only local operations will be performed. This will sep-
arate the analysis of entanglement resource requirements from the classical control. Furthermore, this
makes it possible to extract the maximal parallelism for the execution of the pattern since the necessary
dependecies are explicitly expressed, see the example in section 1.6 for further discussion. Finally, the
EMC form provides us with tools to prove general theorems about patterns, such as the fact that they
always compute cptp-maps and the expressiveness theorems of section 1.5.2.

1.5.1 Signal shifting

One can extend the calculus to include the signal shifting command Sti to dispose of dependencies induced
by the Z-action Danos et al. (2007), and obtain sometimes standard patterns with smaller computational
depth complexity Broadbent and Kashefi (2009).

t[Mα
i ]s ⇒ Sti [M

α
i ]s

Xs
jS

t
i ⇒ StiX

s[t+si/si]
j

ZsjS
t
i ⇒ StiZ

s[t+si/si]
j

t[Mα
j ]sSri ⇒ Sri

t[r+si/si][Mα
j ]s[r+si/si]

Ssi S
t
j ⇒ StjS

s[t+sj/sj ]
i

where s[t/si] denotes the substitution of si with t in s, s, t being signals. Note that when we write a t
explicitly on the upper left of an M , we mean that t 6= 0. The first additional rewrite rule was already
introduced as equation (1.6), while the other ones merely propagate the signal shift. Clearly one can
dispose of Sti when it hits the end of the pattern command sequence. We will refer to this new set of
rules as ⇒S . Note that we always apply first the standardization rules and then signal shifting, hence
we do not need any commutation rule for E and S commands.

It is important to note that both Theorem 4 and 5 still hold for this extended rewriting system. In
order to prove termination one can start with the EMC form and then adapt the proof of Theorem 4 by
defining a depth function for a signal shift similar to the depth of a correction command. As with the
correction, signal shifts can also be commuted to the left hand side of a command sequence. Now our
measure can be modified to account for the new signal shifting terms and shown to be decreasing under
each step of signal shifting. Confluence can be also proved from local confluence using again Newman’s
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Lemma Barendregt (1984). One typical critical pair is t[Mα
j ]Ssi where i appears in the domain of signal

t and hence the signal shifting command Ssi will have an effect on the measurement. Now there are two
possible ways to rewrite this pair, first, commute the signal shifting command and then replace the left
signal of the measurement with its own signal shifting command:

t[Mα
j ] Ssi ⇒ Ssi

t+s[Mα
j ]

⇒ Ssi S
s+t
j Mα

j

The other way is to first replace the left signal of the measurement and then commute the signal shifting
command:

t[Mα
j ] Ssi ⇒ StjM

α
j S

s
i

⇒ Stj S
s
i M

α
j

Now one more step of rewriting on the last equation will give us the same result for both choices.

Stj S
s
i M

α
j ⇒ Ssi S

s+t
j Mα

j

All other critical terms can be dealt with similarly.

1.5.2 The no dependency theorems

From standardization we can also infer results related to dependencies Danos et al. (2007). We start with
a simple observation which is a direct consequence of standardization. In what follows the computational
depth complexity is defined to be the number of measurement rounds plus one final correction round.
More details on depth complexity can be found in Broadbent and Kashefi (2009).

Lemma 12 Let P be a pattern implementing some cptp-maps T , and suppose P’s command sequence
has measurements only of the Mx and My kind, then U has a standard implementation, having only
independent measurements, all being of the Mx and My kind (therefore of computational depth complexity
at most 2).

Proof. Write P ′ for the standard pattern associated to P. By equations (1.17) and (1.18), the X-
actions can be eliminated from P ′, and then Z-actions can be eliminated by using the extended calculus.
The final pattern still implements T , has no longer any dependent measurements, and has therefore
computational depth complexity at most 2. 2

Theorem 6 Let U be a unitary operator, then U is in the Clifford group iff there exists a pattern P
implementing U , having measurements only of the Mx and My kind.

Proof. The “only if” direction is easy, since we have seen in the example section, standard patterns for
∧X, H and P (π2 ) which had only independent Mx and My measurements. Hence any Clifford operator
can be implemented by a combination of these patterns. By the lemma above, we know we can actually
choose these patterns to be standard.

For the “if” direction, we prove that U belongs to the normalizer of the Pauli group, and hence by
definition to the Clifford group. In order to do so we use the standard form of P written as P ′ =
CP′MP′EP′ which still implements U , and has only Mx and My measurements. Recall that, because of
equations (1.17) and (1.18), these measurements are independent.

Let i be an input qubit, and consider the pattern P ′′ = P ′Ci, where Ci is either Xi or Zi. Clearly P ′′
implements UCi. First, one has:

CP′MP′EP′Ci ⇒?
EC CP′MP′C

′EP′

for some non-dependent sequence of corrections C ′, which, up to free commutations can be written
uniquely as C ′OC

′′, where C ′O applies on output qubits, and therefore commutes to MP′ , and C ′′ applies
on non-output qubits (which are therefore all measured in MP′). So, by commuting C ′O both through
MP′ and CP′ (up to a global phase), one gets:

CP′MP′C
′EP′ ⇒? C ′OCP′MP′C

′′EP′
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Using equations (1.17), (1.18), and the extended calculus to eliminate the remaining Z-actions, one gets:

MP′C
′′ ⇒?

MC,S SMP′

for some product S =
∏
{j∈J} S

1
j of constant shifts, applying to some subset J of the non-output qubits.

Note that we have used the trivial equations Za+1
i = ZiZ

a
i and Xa+1

i = XiX
a
i . Therefore we have

C ′OCP′MP′C
′′EP′ ⇒?

MC,S C ′OCP′SMP′EP′

⇒? C ′OC
′′
OCP′MP′EP′

where C ′′O is a further constant correction obtained by signal shifting CP′ with S. This proves that P ′′
also implements C ′OC

′′
OU , and therefore UCi = C ′OC

′′
OU which completes the proof, since C ′OC

′′
O is a non

dependent correction. 2

The “only if” part of this theorem already appears in previous work (Raussendorf et al., 2003, p.18).
The “if” part can be construed as an internalization of the argument implicit in the proof of the
Gottesman-Knill theorem (Nielsen and Chuang, 2000, p.464).

We can further prove that dependencies are crucial for the universality of the model. Observe first that
if a pattern has no measurements, and hence no dependencies, then it follows from (D2) that V = O, i.e.,
all qubits are outputs. Therefore computation steps involve only X, Z and ∧Z, and it is not surprising
that they compute a unitary which is in the Clifford group. The general argument essentially consists in
showing that when there are measurements, but still no dependencies, then the measurements play no
part in the result.

Theorem 7 Let P be a pattern implementing some unitary U , and suppose P’s command sequence
doesn’t have any dependencies, then U is in the Clifford group.

Proof. Write P ′ for the standard pattern associated to P. Since rewriting is sound, P ′ still implements
U , and since rewriting never creates any dependency, it still has no dependencies. In particular, the
corrections one finds at the end of P ′, call them C, bear no dependencies. Erasing them from P ′, results
in a pattern P ′′ which is still standard, still deterministic, and implementing U ′ := C†U .

Now how does the pattern P ′′ run on some input φ ? First φ ⊗ |+ . . .+〉 goes by the entanglement
phase to some ψ ∈ HV , and is then subjected to a sequence of independent 1-qubit measurements. Pick
a basis B spanning the Hilbert space generated by the non-output qubits HVrO and associated to this
sequence of measurements.

Since HV = HO ⊗ HVrO and HVrO = ⊕φb∈B[φb], where [φb] is the linear subspace generated by φb,
by distributivity, ψ uniquely decomposes as:

ψ =
∑
φb∈B xb ⊗ φb

where φb ranges over B, and xb ∈ HO. Now since P ′′ is deterministic, there exists an x, and scalars
λb such that xb = λbx. Therefore ψ can be written x ⊗ ψ′, for some ψ′. It follows in particular that
the output of the computation will still be x (up to a scalar), no matter what the actual measurements
are. One can therefore choose them to be all of the Mx kind, and by the preceding theorem U ′ is in the
Clifford group, and so is U = CU ′, since C is a Pauli operator. 2

From this section, we conclude in particular that any universal set of patterns has to include depen-
dencies (by the preceding theorem), and also needs to use measurements Mα where α 6= 0 modulo π

2 (by
the theorem before). This is indeed the case for the universal set J (α) and ∧Z.

1.6 MBQC - Examples

In this section we develop some examples illustrating pattern composition, pattern standardization, and
signal shifting. More examples can be found in the reference paper Raussendorf et al. (2003). To combine
patterns one needs to rename their qubits as we already noted. We use the following concrete notation:
if P is a pattern over {1, . . . , n}, and f is an injection, we write P(f(1), . . . , f(n)) for the same pattern
with qubits renamed according to f . We also write P2 ◦ P1 for pattern composition, in order to make it
more readable.

20



Teleportation.

Consider the composite pattern J (β)(2, 3)◦J (α)(1, 2) with computation space {1, 2, 3}, inputs {1}, and
outputs {3}. We run our standardization procedure so as to obtain an equivalent standard pattern. In
what follows boxes are used to indicate where rewriting occurs:

J (β)(2, 3) ◦ J (α)(1, 2) = Xs2
3 M−β2 E23X

s1
2 M−α1 E12

⇒EX Xs2
3 M−β2 Xs1

2 Zs13 M−α1 E23E12

⇒MX Xs2
3 Zs13 [M−β2 ]s1M−α1 E23E12

Let us call the pattern just obtained J (α, β). If we take as a special case α = β = 0, we get:

Xs2
3 Zs13 Mx

2M
x
1E23E12

and since we know that J (0) implements H and H2 = I, we conclude that this pattern implements
the identity, or in other words it teleports qubit 1 to qubit 3. As it happens, this pattern obtained by
self-composition, is the same as the one given in the reference paper (Raussendorf et al., 2003, p.14).

x-rotation.

Here is the reference implementation of an x-rotation (Raussendorf et al., 2003, p.17), Rx(α):

Xs2
3 Zs13 [M−α2 ]s1Mx

1E23E12

with type {1, 2, 3}, {1}, and {3}. There is a natural question which one might call the recognition
problem, namely how does one know this is implementing Rx(α) ? Of course there is the brute force
answer to that, which we applied to compute our simpler patterns, and which consists in computing down
all the four possible branches generated by the measurements at qubits 1 and 2. Another possibility is to
use the stabilizer formalism as explained in the reference paper Raussendorf et al. (2003). Yet another
possibility is to use pattern composition, as we did before, and this is what we are going to do.

We know that Rx(α) = J(α)H up to a global phase, hence the composite pattern J (α)(2, 3) ◦H(1, 2)
implements Rx(α). Now we may standardize it:

J (α)(2, 3) ◦ H(1, 2) = Xs2
3 M−α2 E23X

s1
2 Mx

1E12

⇒EX Xs2
3 Zs13 M−α2 Xs1

2 Mx
1E23E12

⇒MX Xs2
3 Zs13 [M−α2 ]s1Mx

1E23E12

obtaining exactly the implementation above. Since our calculus preserves the semantics, we deduce that
the implementation is correct.

z-rotation.

Now, we have a method here for synthesizing further implementations. Let us replay it with another
rotation Rz(α). Again we know that Rz(α) = HRx(α)H, and we already know how to implement both
components H and Rx(α).

So we start with the pattern H(4, 5) ◦ Rx(α)(2, 3, 4) ◦ H(1, 2) and standardize it:

H(4, 5) ◦ Rx(α)(2, 3, 4) ◦ H(1, 2) = H(4, 5)Xs3
4 Zs24 [Mα

3 ]1+s2Mx
2E34 E23X

s1
2 Mx

1E12

⇒EX H(4, 5)Xs3
4 Zs24 [Mα

3 ]1+s2Mx
2X

s1
2 E34Z

s1
3 Mx

1E123

⇒EZ H(4, 5)Xs3
4 Zs24 [Mα

3 ]1+s2Zs13 Mx
2X

s1
2 Mx

1E1234

⇒MX H(4, 5)Xs3
4 Zs24 [Mα

3 ]1+s2Zs13 Mx
2M

x
1E1234

⇒MZ Xs4
5 Mx

4 E45X
s3
4 Zs24

s1 [Mα
3 ]1+s2Mx

2M
x
1E1234

⇒EX Xs4
5 Zs35 Mx

4X
s3
4 Zs24

s1 [Mα
3 ]1+s2Mx

2M
x
1E12345

⇒MX Xs4
5 Zs35 [Mx

4 ]s3Zs24
s1 [Mα

3 ]1+s2Mx
2M

x
1E12345

⇒MZ Xs4
5 Zs35

s2 [Mx
4 ]s3s1 [Mα

3 ]1+s2Mx
2M

x
1E12345
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To aid reading E23E12 is shortened to E123, E12E23E34 to E1234, and t[Mα
i ]1+s is used as shorthand for

t[M−αi ]s.
Here for the first time, we see MZ rewritings, inducing the Z-action on measurements. The resulting

standardized pattern can therefore be rewritten further using the extended calculus:

Xs4
5 Zs35

s2 [Mx
4 ]s3s1 [Mα

3 ]1+s2Mx
2M

x
1E12345 ⇒S Xs2+s4

5 Zs1+s3
5 Mx

4 [Mα
3 ]1+s2Mx

2M
x
1E12345

obtaining the pattern given in the reference paper (Raussendorf et al., 2003, p.5).
However, just as in the case of the Rx rotation, we also have Rz(α) = HJ(α) up to a global phase,

hence the pattern H(2, 3)J (α)(1, 2) also implements Rz(α), and we may standardize it:

H(2, 3) ◦ J (α)(1, 2) = Xs2
3 Mx

2 E23X
s1
2 M−α1 E12

⇒EX Xs2
3 Zs13 Mx

2X
s1
2 M−α1 E123

⇒MX Xs2
3 Zs13 Mx

2M
−α
1 E123

obtaining a 3 qubit standard pattern for the z-rotation, which is simpler than the preceding one, because
it is based on the J (α) generators. Since the z-rotation Rz(α) is the same as the phase operator:

P (α) =
(

1 0
0 eiα

)
up to a global phase, we also obtain with the same pattern an implementation of the phase oper-
ator. In particular, if α = π

2 , using the extended calculus, we get the following pattern for P (π2 ):
Xs2

3 Zs1+1
3 Mx

2M
y
1E123.

General rotation.

The realization of a general rotation based on the Euler decomposition of rotations as Rx(γ)Rz(β)Rx(α),
would results in a 7 qubit pattern. We get a 5 qubit implementation based on the J(α) decomposi-
tion Danos et al. (2005):

R(α, β, γ) = J(0)J(−α)J(−β)J(−γ)

(The parameter angles are inverted to make the computation below more readable.) The extended
standardization procedure yields:

J (0)(4, 5)J (−α)(3, 4)J (−β)(2, 3)J (−γ)(1, 2) = Xs4
5 M0

4E45X
s3
4 Mα

3 E34X
s2
3 Mβ

2 E23X
s1
2 Mγ

1 E12

⇒EX Xs4
5 M0

4E45X
s3
4 Mα

3 E34X
s2
3 Mβ

2 X
s1
2 Zs13 Mγ

1 E123

⇒MX Xs4
5 M0

4E45X
s3
4 Mα

3 E34X
s2
3 Zs13 [Mβ

2 ]s1Mγ
1 E123

⇒EXZ Xs4
5 M0

4E45X
s3
4 Mα

3 X
s2
3 Zs13 Zs24 [Mβ

2 ]s1Mγ
1 E1234

⇒MXZ Xs4
5 M0

4 E45X
s3
4 Zs24

s1 [Mα
3 ]s2 [Mβ

2 ]s1Mγ
1 E1234

⇒EXZ Xs4
5 M0

4X
s3
4 Zs24 Zs35

s1 [Mα
3 ]s2 [Mβ

2 ]s1Mγ
1 E12345

⇒MXZ Xs4
5 Zs35

s2 [M0
4 ]s1 [Mα

3 ]s2 [Mβ
2 ]s1Mγ

1 E12345

⇒S Xs2+s4
5 Zs1+s3

5 M0
4 [Mα

3 ]s2 [Mβ
2 ]s1Mγ

1 E12345

CNOT (∧X).

This is our first example with two inputs and two outputs. We use here the trivial pattern I with
computation space {1}, inputs {1}, outputs {1}, and empty command sequence, which implements the
identity over H1.

One has ∧X = (I ⊗ H)∧Z(I ⊗ H), so we get a pattern using 4 qubits over {1, 2, 3, 4}, with inputs
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{1, 2}, and outputs {1, 4}, where one notices that inputs and outputs intersect on the control qubit {1}:

(I(1)⊗ 〈(3, 4))∧Z(1, 3)(I(1)⊗ 〈(2, 3)) = Xs3
4 Mx

3E34 E13X
s2
3 Mx

2E23

⇒EX Xs3
4 Zs21 Mx

3 E34X
s2
3 Mx

2E13E23

⇒EX Xs3
4 Zs24 Zs21 Mx

3X
s2
3 Mx

2E13E23E34

⇒MX Xs3
4 Zs24 Zs21 Mx

3M
x
2E13E23E34

Note that, in this case, we are not using the E1234 abbreviation, because the underlying structure of
entanglement is not a chain. This pattern was already described in Aliferis and Leung’s paper Aliferis
and Leung (2004). In their original presentation the authors actually use an explicit identity pattern
(using the teleportation pattern J (0, 0) presented above), but we know from the careful presentation of
composition that this is not necessary.

GHZ.

We present now a family of patterns preparing the GHZ entangled states |0 . . . 0〉+ |1 . . . 1〉. One has:

GHZ(n) = (Hn ∧Zn−1n . . . H2 ∧Z12)|+. . .+〉

and by combining the patterns for ∧Z andH, we obtain a pattern with computation space {1, 2, 2′, . . . , n, n′},
no inputs, outputs {1, 2′, . . . , n′}, and the following command sequence:

Xsn
n′M

x
nEnn′E(n−1)′n . . . X

s2
2′M

x
2E22′E12

With this form, the only way to run the pattern is to execute all commands in sequence. The situation
changes completely, when we bring the pattern to extended standard form:

Xsn
n′M

x
nEnn′E(n−1)′n . . . X

s3
3′M

x
3E33′ E2′3X

s2
2′ M

x
2E22′E12

⇒ Xsn
n′ X

s2
2′M

x
nEnn′E(n−1)′n . . . X

s3
3′ M

x
3 Z

s2
3 Mx

2E33′E2′3E22′E12

⇒ Xsn
n′ X

s2
2′M

x
nEnn′E(n−1)′n . . . X

s3
3′
s2 [Mx

3 ]Mx
2E33′E2′3E22′E12

⇒? Xsn
n′ . . . X

s3
3′ X

s2
2′
sn−1 [Mx

n ] . . . s2 [Mx
3 ]Mx

2Enn′E(n−1)′n . . . E33′E2′3E22′E12

⇒S Xs2+s3+···+sn
n′ . . . Xs2+s3

3′ Xs2
2′M

x
n . . .M

x
3M

x
2Enn′E(n−1)′n . . . E33′E2′3E22′E12

All measurements are now independent of each other, it is therefore possible after the entanglement
phase, to do all of them in one round, and in a subsequent round to do all local corrections. In other
words, the obtained pattern has constant computational depth complexity 2.

1.7 Other MBQC Models

There are several other approaches to measurement-based computation as we have mentioned in the
introduction. However, it is only for the one-way model that the importance of having all the entan-
glement in front has been emphasized. For example, Gottesman and Chuang describe computing with
teleportation in the setting of the circuit model and hence the computation is very sequential Gottesman
and Chuang (1999). What we will do is to give a general treatment of a variety of measurement-based
models in the setting of our calculus. More precisely we would like to know other potential definitions
for commands N , E, M and C that lead to a model that still satisfies the properties of: (i) being closed
under composition; (ii) universality and (iii) standardization.

Moreover we are interested in obtaining a compositional embedding of these models into a single one-
qubit measurement-based model. The teleportation and state transfer models can indeed be embedded
into the one-way model. There is, however, a new model, the Pauli model which is motivated by
considerations of fault tolerance Raussendorf et al. (2004); Danos and Kashefi (2005); Danos et al.
(2006). The Pauli model can be embedded into a slight generalization of the one-way model called the
phase model Danos et al. (2007). The one-way model will trivially embed in the phase model so by
composition all the measurement-based models will embed in the phase model. We could have done
everything ab initio in terms of the phase model but this would have made much of the presentation
unnecessarily complicated at the outset.
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We recall the remark from the introduction that these embeddings have three advantages: first, we
get a workable syntax for handling the dependencies of operators on previous measurement outcomes,
second, one can use these embeddings to transfer the measurement calculus previously developed for the
one-way model to obtain a calculus for the new model including, of course, a standardization procedure
that we get automatically; lastly, one can embed the patterns from the phase model into the new models
and vice versa. In essence, these compositional embeddings will allow us to exhibit the phase model as
being a core calculus for measurement-based computation. However different models are interesting from
the point of view of implementation issues like fault-tolerance and ease of preparation of entanglement
resources. Our embeddings allow one to move easily between these models and to concentrate on the
one-way model for designing algorithms and proving general theorems. This section has been structured
into several subsections, one for each model and its embedding.

1.7.1 Phase Model

In the one-way model the auxiliary qubits are initialized to be in the |+〉 state. We extend the one-way
model to allow the auxiliary qubits to be in a more general state. We define the extended preparation
commandNα

i to be the preparation of the auxiliary qubit i in the state |+α〉. We also add a new correction
command Zαi , called a phase correction to guarantee that we can obtain determinate patterns. The

dependent phase correction is written as Zα,si with Zα,0i = I and Zα,1i =
(

1 0
0 eiα

)
. Under conjugation,

the phase correction, defines a new action over measurement:

(Zβ,si )†Mα
i Z

β,s
i = Mα−sβ

i

and since the measurement is destructive, it simplifies to Mα
i Z

β,s
i = Mα−sβ

i . This action does not
commute with Pauli actions and hence one cannot write a compact notation for dependent measurement,
as we did before, and the computation of angle dependencies is a bit more complicated. Thereafter,
a measurement preceded by a sequence of corrections on the same qubit will be called a dependent
measurement. Note that, by the absorption equations, this indeed can be seen as a measurement, where
the angle depends on the outcomes of some other measurements made beforehand.

To complete the extended calculus it remains to define the new rewrite rules:

EijZ
α,s
i ⇒ Zα,si Eij EP

Mα
i X

s
i ⇒ M

(−1)sα
i MX

Mα
i Z

s
i ⇒ Mα−sπ

i MZ

Mα
i Z

β,s
i ⇒ Mα−sβ

i MP

The above rules together with the rewriting rules of the one-way model described in Section 1.5, lead
to a standardization procedure for the model. It is trivial that the one-way model is a fragment of this
generalized model and hence universality immediately follows. It is also easy to check that the model
is closed under composition and all the semantical properties of the one-way model can be extended to
this general model as well.

The choice of extended preparations and its concomitant phase correction is actually quite delicate.
One wishes to keep the standardizability of the calculus which constrains what can be added but one
also wishes to have determinate patterns which forces us to put in appropriate corrections. The phase
model is only a slight extension of the original one-way model, but it allows a discussion of the next
model which is of great physical interest.

1.7.2 Pauli model

An interesting fragment of the phase model is defined by restricting the angles of measurements to
{0, π2 , π,−

π
2 } i.e. Pauli measurements and the angles of preparation to 0 and π

4 . Also the correction
commands are restricted to Pauli corrections X, Z and Phase correction Z

π
8 . One readily sees that the
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subset of angles is closed under the actions of the corrections and hence the Pauli model is closed under
composition.

Proposition 13 The Pauli model is approximately universal.

Proof. We know that the set consisting of J(0) (which is H), J(π4 ), and ∧Z is approximately universal.
Hence, to prove the approximate universality of Pauli model, it is enough to exhibit a pattern in the
Pauli model for each of these three unitaries. We saw before that J(0) and ∧Z are computed by the
following 2-qubit patterns:

J (0) := Xs1
2 M0

1E12

∧Z := E12

where both belong also to the Pauli model. The pattern for Jπ
4

in the one-way model is expressed as
follows:

J (π4 ) := Xs1
2 M

−π4
1 E12

= Xs1
2 M0

1E12Z
π
4

1

The above forms do not fit in the Pauli model, since the first one uses a measurement with an angle π
4

and the second uses Z
π
4 . However by teleporting the input qubit and then applying the Z

π
4 and finally

running the standardization procedure we obtain the following pattern in the Pauli model for J(π4 ):

Xs1
2 M0

1E12Z
π
4

1

= Xs3
4 M0

3E34 Z
π
4

3 Zs23 Xs1
3 M0

2M
0
1E12E23

= Xs3
4 M0

3E34Z
s2
3 Z

π
2 ,s2

3 Xs1
3 M0

2M
0
1E12E23 Z

π
4

3

= Xs3
4 M0

3E34Z
s2
3 Z

π
2 ,s2

3 Xs1
3 M0

2M
0
1E12E23 Z

π
4

3

= Xs3+s2
4 Zs14 M

−(−1)s1s2
π
2

3 M0
2M

0
1E12E23E34N

π
4

3

Approximate universality for the Pauli model is now immediate. 2

Note that we cannot really expect universality (as we had for the phase model) because the angles are
restricted to a discrete set. On the other hand it is precisely this restriction that makes the Pauli model
interesting from the point of view of implementation. The other particular interest behind this model,
apart from its simple structure, is based on the existence of a novel fault tolerant technique for computing
within this framework Bravyi and Kitaev (2005); Raussendorf et al. (2004); Danos et al. (2006).

1.7.3 Teleportation

Another class of measurement-based models – older, in fact, than the one-way model – uses 2-qubit
measurements. These are collectively referred to as teleportation models Leung (2004). Several papers
that are concerned with the relation and possible unification of these models Childs et al. (2005); Aliferis
and Leung (2004); Jorrand and Perdrix (2005) have already appeared. One aspect of these models that
stands in the way of a complete understanding of this relation, is that, whereas in the one-way model one
has a clearly identified class of measurements, there is less agreement concerning which measurements
are allowed in teleportation models.

We propose here to take as our class of 2-qubit measurements a family obtained as the conjugate under
the operator ∧Z of tensors of 1-qubit measurements. We show that the resulting teleportation model
is universal. Moreover, almost by construction, it embeds into the one-way model, and thus exposes
completely the relation between the two models.

Before embarking on the specifics of our family of 2-qubit measurements, we remark that the situation
commented above is more general:

Lemma 14 Let A be an orthonormal basis in ⊗nC2, with associated n-qubit measurement MA, and Ai
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with i = 1, . . . , n be orthonormal bases in C2, with associated 1-qubit measurements MAii . Then there
exists a unique (up to a permutation) n-qubit unitary operator U such that:

MA1···n = U1···n(⊗iMAii )U?1···n

Proof. Take U to map ⊗iAi to A. 2

This simple lemma says that general n-qubit measurements can always be seen as conjugated 1-
qubit measurements, provided one uses the appropriate unitary to do so. As an example consider the
orthogonal graph basis G = ∧Z12{|±〉 ⊗ |±〉} then the two-qubit graph basis measurements are defined
as MG12 = ∧Z12(M0

1 ⊗M0
2 )∧Z12. It is now natural to extend our definition of MG12 to obtain the family

of 2-qubit measurements of interest:

Mα,β
12 := ∧Z12(Mα

1 ⊗M
β
2 )∧Z12 (1.19)

corresponding to projections on the basis Gα,β := ∧Z12(P1(α) ⊗ P2(β))({|±〉 ⊗ |±〉}. This family of
two-qubit measurements together with the preparation, entanglement and corrections commands of the
one-way model define the teleportation model.

Before we carry on, a clarification about our choice of measurements in the teleportation model is
necessary. The usual teleportation protocol uses Bell basis measurement defined with

B = ∧X12{|±〉 ⊗ |0/1〉}
MB12 = ∧X12(Mz

1 ⊗Mz
2 )∧X12

where Mz is the computational-basis measurement. Note how similar these equations are to the equations
defining the graph basis measurements. This is a clear indication that everything that follows can be
transferred to the case where X replaces Z, and B replaces G. However, since the methodology we adopt
is to embed the 2-qubit measurement based model in the one-way model, and the latter is based on ∧Z
and G, we will work with the graph-basis measurements. Furthermore, since ∧Z is symmetric, whereas
∧X (a.k.a. as C-NOT) is not, the algebra is usually nicer to work with.

Now we prove that the family of measurements in Equation 1.19 leads to a universal model, which
embeds nicely into the one-way model, but first we need to describe the important notion of dependent
measurements. These will arise as a consequence of standardization; they were not considered in the
existing teleportation models.

In what follows we drop the subscripts on the ∧Z unless they are really necessary. We write (s(i), s(j)) ∈
Z2 × Z2 to represent outcome of a 2-qubit measurement, with the specific convention that (0, 0),
(0, 1), (1, 0), and (1, 1), correspond respectively to the cases where the state collapses to ∧Z|+α〉|+α〉,
∧Z|+α〉|−α〉, ∧Z|−α〉|+α〉, and ∧Z|−α〉|−α〉.

We will use two types of dependencies for measurements associated with X-action and Z-action:

[Mα,β
ij ](s,t) = M

(−1)sα,(−1)tβ
ij

(u,v)[Mα,β
ij ] = Mα+uπ,β+vπ

ij

where s, t, u and v are in Z2. The two actions commute, so the equations above define unambiguously
the full dependent measurement (u,v)[Mα,β

ij ](s,t). Here are some useful abbreviations:

(0,0)[Mα,β ](s,t) := [Mα,β ](s,t)
(u,v)[Mα,β ](0,0) := (u,v)[Mα,β ]
(0,0)[Mα,β ](0,0) := Mα,β

Mα,x := Mα,0

Mα,y := Mα,π2
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As in the 1-qubit measurement case we obtain the following rewriting rules for the teleportation model:

EijX
s
i ⇒ Xs

i Z
s
jEij EX

EijZ
s
i ⇒ ZsiEij EZ

(u,v)[Mα,β
ij ](s,t)Xr

i ⇒ (u,v+r)[Mα,β
ij ](s+r,t) MX

(u,v)[Mα,β
ij ](s,t)Xr

j ⇒ (u+r,v)[Mα,β
ij ](s,t+r) MX

(u,v)[Mα,β
ij ](s,t)Zri ⇒ (u+r,v)[Mα,β

ij ](s,t) MZ
(u,v)[Mα,β

ij ](s,t)Zrj ⇒ (u,v+r)[Mα,β
ij ](s,t) MZ

to which we add also the trivial commutation rewriting which are possible between commands that don’t
overlap (meaning, acting on disjoint sets of qubits).

We now describe how to translate 2-qubit EMC patterns to 1-qubit patterns and vice versa. The
following equation plays the central role in the translation:

Mα,β
ij = Eij(Mα

i ⊗M
β
j )Eij (1.20)

Note that this immediately gives the denotational semantics of two-qubit measurements as cptp-maps.
Furthermore, all other commands in the teleportation model are the same as in the one-way model, so
we have right away a denotational semantics for the entire teleportation model in terms of cptp-maps.

We write P for the collection of patterns in the one-way model and T for the collection of patterns in
the teleportation model.

Theorem 8 There exist functions [·]f : P→ T and [·]b : T → P such that

(i) ∀P ∈ P : [[P]] = [[[P]f ]];
(ii) ∀T ∈ T : [[T ]] = [[[T ]b]];

(iii) [·]f ◦ [·]b and [·]b ◦ [·]f are both identity maps.

Proof. We first define the forward map [·]f in stages as follows for any patterns P = (V, I,O,An . . . A1):

(i) For any i ∈ V r O (i.e. measured qubits) we add an auxiliary qubit id called a dummy qubit to
the space V .

(ii) For any i ∈ V rO we replace any occurrence of Mα
i with Mα

i M
x
id

.
(iii) We then replace each of the newly created occurrences of Mα

i M
x
id

by Mα,x
iid

Eiid .

Now we show that the first condition stated in the theorem holds; we do this stage wise. The first two
stages are clear because we are just adding qubits that have no effect on the pattern because they are
not entangled with any pre-existing qubit, and no other command depends on a measurement applied
to one of the dummy qubits. Furthermore, we add qubits in the state |+〉 and measure them in the
|±〉 basis. The invariance of the semantics under stage 3 is an immediate consequence of Equation 1.20
and the fact that all the measurements are destructive, and hence an entanglement command on qubits
appearing after a measurement of any of those qubits can just be removed.

The map [·]b is defined similarly except that there is no need to add dummy qubits. One only needs to
replace any two-qubit measurement Mα,β

ij with Mα
i M

β
j Eij . Again, this clearly preserves the semantics

of patterns because of Equation 1.20 and the above remark about destructive measurements. Thus
condition 2 of the theorem holds.

The fact that the two maps are mutual inverses follows easily. As all the steps in the translations are
local we can reason locally. Looking at the forward mapping followed by the backward mapping we get
the following sequence of transformations

Mα
i ⇒stage 1,2 Mα

i M
x
id

⇒Equation 1.20 Mα,x
iid

Eiid
⇒Equation 1.20 Mα

i M
x
id
EiidEiid

⇒ Mα
i M

x
id

⇒ Mα
i

This shows that we have the third condition of the theorem. 2
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Note that the translations are compositional since the denotational semantics is and also it follows
immediately that the teleportation model is universal and admits a standardization procedure.

Example. Consider the teleportation pattern in the teleportation model given by the command
sequence: Xs1

3 Zs23 Mx,x
12 E23, we perform the above steps:

Xs1
3 Zs23 Mx,x

12 E23 ⇒Equation 1.20

Xs1
3 Zs23 Mx

1M
x
2E12E23

and hence obtain the teleportation pattern with 1-qubit measurements.
Example. We saw before, the following EMC 1-qubit pattern for Rz(α) which can be embedded to an

EMC 2-qubit pattern using the above steps:

Xs2
3 Zs13 [Mx

2 ]s1M−α1 E12E23 ⇒stage 1,2

Xs2
3 Zs13 [Mx

2 ]s1Mx
2d
M−α1 Mx

1d
E12E23 ⇒Equation 1.20 and standardization

Xs2
3 Zs13 [Mx,x

22d
](s1,0)M−α,x11d

E11dE22dE12E23

Note that we have explicit algorithmic translations between the models and not just illustrative exam-
ples. This is the main advantage of our approach in unifying these two models compared to the extant
work Childs et al. (2005); Aliferis and Leung (2004); Jorrand and Perdrix (2005).

1.7.4 State Transfer

In this section we consider the state transfer model Perdrix (2003, 2007), a measurement-based model of
quantum computation where the initial entanglement is created by means of measurements instead of the
2-qubit unitary transformation ΛZ. This model has been originally introduced for reducing the resources
of the teleportation model. The creation of entanglement is done by means of 2-qubit measurements
which are supposed to be non destructive i.e., qubits can be re-used after their measurement. Moreover,
contrary to the teleportation model, the 2-qubit measurements are partial, meaning that they are not
projecting the state of the measured qubits on a vector, but on a plane. In this section, we consider
partial measurement of the following form:

Mα
12 := ΛZ12M

α
1 ΛZ12

Mα
12 is a measurement on two qubits with only two possible classical outcomes 0 or 1. More generally,

a partial measurement is defined by a collection of projectors with eigenspaces of dimension possibly
larger than one. An example of such a measurement is the 2-qubit parity measurement. The parity
measurement consists of two projectors: one on the even subspace span(|00〉, |11〉) and another on the
odd subspace span(|01〉+ |10〉).

A state transfer pattern consists of the 1-qubit measurement and the correction commands of the
measurement calculus, together with the non destructive measurement M0

12 and the |0〉-state preparation.
We show that the resulting model is universal, and we present how this model embeds in the one-way
model and vice versa.

We use the command Mα
ij and NZ

i for representing respectively the partial two qubit measurement
Mα

12 and the |0〉-initialisation. We write sij ∈ Z2 to represent the outcome of Mα
i,j . M

α
i,j is supposed to

be non destructive, some commands may act on i or j after the application of Mα
i,j . However, we assume

that each pair of qubits is measured at most once in order to ensure that the use of the signal sij is not
ambiguous. Notice that the one-qubit measurements Mα

i are still supposed to be destructive.
The operational semantics of the commands Mα

ij and NZ
i is:

V,W, q,Γ
NZi−→ V ∪ {i},W, |0〉i ⊗ q,Γ

V,W, q,Γ
t[Mα

ij ]
s

−→ V,W ∪ {sij},ΛZij |+αΓ〉〈+αΓ |iΛZijq,Γ[0/sij ]

V,W, q,Γ
t[Mα

ij ]
s

−→ V,W ∪ {sij},ΛZij |−αΓ〉〈−αΓ |iΛZijq,Γ[1/sij ]
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We are now defining rewriting rules for the state transfer model. First we notice that Mα
12X1 =

X1M
−α
12 :

Mα
12X1 = ΛZ12M

α
1 ΛZ12X1

= ΛZ12M
α
1 X1Z2ΛZ12

= ΛZ12X1Z2M
−α
1 ΛZ12

= X1ΛZ12M
−α
1 ΛZ12

= X1M
−α
12

Moreover Mα
12Z1 = Z1M

α+π
12 , Mα

12X2 = X2M
α+π
12 and Mα

12Z2 = Z2M
α+π
12 . As a consequence, we

obtain the following rewriting rules for the state transfer model, where t[Mα
ij ]
s := M

(−1)sα+tπ
ij :

t[Mα
i ]sXr

i ⇒ t[Mα
i ]s+r MX

t[Mα
i ]sZri ⇒ r+t[Mα

i ]s MZ
t[Mα

ij ]
sXr

i ⇒ Xr
i
t[Mα

ij ]
s+r MX1

t[Mα
ij ]
sXr

j ⇒ Xr
j
t+r[Mα

ij ]
s MX2

t[Mα
ij ]
sZri ⇒ Zri

t+r[Mα
ij ]
s MZ1

t[Mα
ij ]
sZrj ⇒ Zrj

t[Mα
ij ]
s MZ2

Lemma 15 The rewriting system ⇒ is terminating.

Proof Notice that the size of the pattern is not increasing when the rewriting rules are applied. Moreover,
for every rewriting rule, the total distance of the measurements from the right hand side of the term is
strictly decreasing. It guaranties that the rewriting system is terminating.

Now we are considering examples of state transfer patterns. Here are the implementations in this
model of a universal family of unitary transormations:

• The following pattern is implementing the unitary transformation J(α):

J (α) = ({i, j}, {i}, {j}, Xsi
j Z

sji
j M−αi M0

jiN
Z
j )

• The following pattern is implementing ΛX:

ΛX = ({i, j, k}, {i, j}, {i, k}, Xsj
k Z

skj
k

sji [M0
j ]M0

kjM
0
jiN

Z
j )

We write S the collection of patterns of this state transfer model.

Lemma 16 There exist functions [.]f : P→ S and [.]b : S→ P such that

(i) ∀P ∈ P : [[P]] = [[[P]f ]];
(ii) ∀S ∈ S : [[S]] = [[[S]b]].

Proof The backward map [.]b consists in replacing each command NZ
i by Z

sj
i M

0
j EijNiNj = J (0)|+〉

and Mα
ij by EjkZsik NkM

0
i Eij . This last term comes from the decomposition of the partial measurement

Mα
12 = ΛZ12M

α
1 ΛZ12. Since the one-qubit measurements are destructive, an ancillary qubit k is added

to replace the qubit i after the measurement, leading to the sequence of commands EjkZsik NkM
0
i Eij .

The forward map [.]f consists in replacing each command Ni by Zsjij M0
iM

0
jiN

Z
j N

Z
i = J (0)|0〉, and Eij

by J (0)j ◦ΛXij ◦ J (0)j , where the implementation of J (0) and ΛX in the state transfer model is given
above.

Notice that neither [·]f ◦ [·]b nor [·]b ◦ [·]f is the identity. We can observe that contrary to Theorem 8
relating the teleportation and one-way model, the above backward translation [.]b requires more ingenuity,
since one has to “unshare” the qbits of the state-transfer pattern. Regarding the forward translation
[.]f we can observe further that the translation of Eij is purely semantic: we know how to implement
H = J (0) and ΛX so we know how to implement ΛZ. This leads to a 5-qubit pattern composed of 16
commands which works but which seems not particularly meaningful.
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1.8 Projection-based Quantum Computing

Based on measurements, a pattern has a probabilistic evolution, as it is illustrated by its semantics (see
section 1.3). However the correction mechanism based on Pauli corrections enables globally deterministic
behaviour. In section 1.3, definitions of deterministic and strongly deterministic patterns are given: a
deterministic pattern has an evolution which maps pure states with pure states, and a strong deterministic
pattern realizes a unitary embedding (or isometry.)

The semantics of a strongly deterministic pattern is entirely characterised by its ’zero’ branch, i.e. the
branch where all the classical outcomes, or signals, are 0. According to the definition of the measurement
calculus, a ’zero’ branch is Pauli correction free. Thus, the corrections of a strongly deterministic can
be abstracted away, leading to a projective quantum computation where every measurement is replaced
by its projector associated with the classical outcome 0. An arbitrary projective quantum computation
based on unitary transformations and projections is not a priori a valid quantum evolution, however
some of them are specifications of strongly deterministic pattern of the measurement calculus.

In this section, a formalism for representing projection-based quantum computations is introduced.
The syntax and the semantics of the language are presented as well as the composition of projective
terms. Moreover a general technique based on phase map decompositions is presented for translating
unitary transformation into a projective quantum computation.

A projective quantum computation consists in:

• Initialising some ancillary qubits in a |+〉 state;
• Creating entanglement by means of entanglement operators;
• Applying projections 〈+α| = 1√

2
(〈0|+ e−iα〈1|) on non output qubits.

The creation of entanglement, i.e. the first two steps, can be represented by an open graph (G, I,O),
where I is the set of input qubits, O the set of output qubits, and G = (V,E), such that I,O ⊆ V , is
an undirected simple graph. All the qubits in V r I are prepared in the |+〉 state, then for any edge
(u, v) ∈ E, the entanglement operator Eu,v is applied on the corresponding qubits. Notice that since for
any u, u′, v, v′ ∈ V , Eu,v commutes with Eu′,v′ , the resulting state does not depend on the order chosen
for enumerating the edges of G.

The third step which consists in applying on every non output qubit u ∈ V rO a projector 〈+αu | can
be represented as a labelling α : V r O → [0, 2π). Notice that, contrary to the measurement calculus,
there is no classical signal and thus no dependancy between the projections, and moreover the projectors
act on individual qubits. As a consequence, for any u 6= v ∈ V rO, 〈+αu | and 〈+αv | commute, thus the
resulting state does not depend on the order chosen for enumerating the labels of the graph.

Definition 17 A projective term is a labelled open graph (G, I,O, α) where G = (V,E) is a simple
undirected graph, I,O ⊆ V are sets of input and output vertices, and α : V rO → [0, 2π) associates with
any non output vertex u an angle α(u).

The sequential composition of two projective terms is defined as follows:

Definition 18 Let (G1, I1, O1, α1) and (G2, I2, O2, α2) be two projective terms such that V1 ∩V2 = O1 =
I2,

(G2, I2, O2, α2) ◦ (G1, I1, O1, α1) = (G2∆G1, I1, O2, α)

where G1∆G2 := (G1 ∪G2) r (G1 ∩G2) is the symmetric difference of G1 and G2, and

α : (V1 ∪ V2) rO2 → [0, 2π) = u 7→

{
α2(u) if u ∈ V2

α1(u) otherwise

The tensor of two projective terms is defined as follows:

Definition 19 Let (G1, I1, O1, α1) and (G2, I2, O2, α2) be two projective terms

(G1, I1, O1, α1)⊗ (G2, I2, O2, α2) = (G1 ∪G2, I1 ∪ I2, O1 ∪O2, α)
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where

α : (V1 ∪ V2) r (O1 ∪O2)→ [0, 2π) = u 7→

{
α1(u) if u ∈ V1

α2(u) otherwise

The denotational semantics of a projective term is a linear map which consists in creating ancillary
qubits in the |+〉 state, then applying entanglement operators, and finally applying projectors on the
non output qubits:

Definition 20 Let (G, I,O, α) be a projective term, its denotational semantics J(G, I,O, α)K : HI → HO
is:

J(G, I,O, α)K : HI → HO =

( ∏
u∈Oc

〈α(u)|u

)
ΛZG|+〉Ic

where ΛZG =
∏

(u,v)∈G ΛZu,v. Note that ΛZG is well-defined since for any u, u′, v, v′, ΛZu,v = ΛZv,u
and ΛZv,u commutes with ΛZu′,v′ .

It is easy to verify that the denotational semantics preserves the sequential and tensorial composition
of projective terms:

Lemma 21

J(G2, I2, O2, α2) ◦ (G1, I1, O1, α1)K = J(G2, I2, O2, α2)K ◦ J(G1, I1, O1, α1)K

J(G1, I1, O1, α1)⊗ (G2, I2, O2, α2)K = J(G1, I1, O1, α1)K⊗ J(G2, I2, O2, α2)K

1.8.1 From Unitary to PBQC

We wish to explore whether measurement-based quantum computing suggests new techniques for design-
ing quantum algorithms. Previously, one would typically start with an algorithm already implemented
in the circuit model and replace each gate by a corresponding pattern. To transform the pattern to a
standard form where all entangling operations are performed first, one could then use the by-product
method Raussendorf et al. (2003) or the more general standardization algorithm presented in Section
1.5. Here, we propose a direct method that is free from any reference to the circuit model and leads into
a direct decomposition of a given unitary map into a projection-based pattern de Beaudrap et al. (2006,
2008). Then in the next section we address the question of how to transform a projection-based pattern
to a one-way pattern. We start with the observation that the positive branch of a one-way pattern
implicitly defines a particular decomposition of the corresponding unitary map into a preparation map
enlarging the input space, a diagonal map with unit coefficients, and a restriction map contracting back
the space to the output space, which we call a phase map decomposition. Note that this decomposition
does not directly correspond to any physical procedure as it defines a projection-based pattern

However since the one-way model is universal, this alternative decomposition is also universal; and
there is a straightforward procedure which allows us to determine a phase map decomposition for a
unitary from a pattern implementing the same unitary. Remarkably, one can define a reverse procedure
as well, which breaks into two steps. First, given a unitary map, one enumerates such phase map
decompositions by constructing the right set of coefficients in the middle diagonal map (Lemma 22 and
Algorithm 2). Then for each such decomposition, one verifies whether there exists a matching projection-
based pattern. This reduces to finding for any phase map decomposition a matching entangled graph
state (with inputs) and choice of measurements angles (Algorithm 3).

We now turn to the formulation of our decomposition. Various operators over H preserve the compu-
tational basis, up to phase: for example, Pauli maps, Zα (defined as Zα|0〉 = |0〉, and Zα|1〉 = eiα|1〉),
and controlled-Paulis. One-qubit measurements also map the standard basis of one space to those of
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another, up to a scalar factor. In particular, one has the following simple equations where |x〉 is an
n-qubit computational basis state and j is an index for a qubit in |x〉:

〈±α| ⊗ I⊗n(|0〉|x〉) = 2−1/2|x〉
〈±α| ⊗ I⊗n(|1〉|x〉) = ±2−1/2e−iα|x〉
∧Z1j |0〉|x〉 = |0〉|x〉
∧Z1j |1〉|x〉 = Zj |1〉|x〉

We will call a map Φ : HV → HV a phase map if it is diagonal in the computational basis and has
only unit coefficients. The typical example of such a map is ∧Z. It is important to note that the above
definition depends on the choice of a basis.

Following one-way model terminology we also define a preparation map PI→V : HI → HV that expands
the input space by tensoring auxiliary qubits:

|x〉 7→ |x〉 ⊗ |+ · · ·+〉Ic

And a restriction map RV→O : HV → HO that projects the space to the output space:

|x〉 7→ 〈+ · · ·+ |Oc |x〉

It is easy to see that the restriction map is the adjoin of the preparation map.
As we have seen above, measurement and entangling commands in the one-way model define phase

maps, and hence from the universality of the model we obtain the following decomposition:

Theorem 9 For all unitary U : HI → HO, there exists a phase map Φ : HV → HV such that:

U = RV→O ◦ Φ ◦ PI→V

Proof. There exist a deterministic one-way pattern P implementing U where its positive branch can be
written as:

U = 2|O
c|/2 ∏

i 6∈O〈+αi |i EG PI→V

= 2|O
c|/2 ∏

i 6∈O〈+|iZ
−αi
i EG PI→V

= RV→O
∏
i6∈O Z

−αi
i EG PI→V

= RV→O ΦV→V PI→V

where Φ =
∏
i 6∈O Z

−αi
i

∏
ij∈E ∧Zij is the phase map corresponding to the entanglement operations and

measurement angles. 2

One can think of the above theorem as a special kind of diagonalization for unitaries where one
is allowed to inflate the dimension of the underlying space. This will prove to be useful for direct
programming in the one-way model. We present first a couple of examples, clarifying our first set of
definitions and preparing the ground for a direct proof of the above theorem which does not invoke
universality of the one-way model. The examples already hint at the construction behind the direct
phase map decomposition algorithm.

Example 1

Consider the unitary map Jα : H{1} → H{1} which decomposes in the computational basis as:

Jα = 2−1/2

(
1 e−iα

1 −e−iα
)

=
(

1 0 e−iα 0
0 1 0 −e−iα

)
· 2−1/2


1 0
1 0
0 1
0 1


This decomposition is obtained from the one-way pattern Xs1

2 Mα
1 E12 which implements Jα, and has as

positive branch the phase map:

21/2〈+α|1 ∧Z12 : H{1,2} → H{2}
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Factoring out the restriction operator gives the decomposition:

Jα =
(

1 0 1 0
0 1 0 1

)
·


1 0 0 0
0 1 0 0
0 0 e−iα 0
0 0 0 −e−iα

 · 2−1/2


1 0
1 0
0 1
0 1


where the left matrix is the restriction R1 : H{1,2} → H{2}. The phase map here is Z−α1 ∧Z12, and the
decomposition above can be rewritten:

Jα = R1(Z−α1 ∧Z12)P2 .

Example 2

Example 1 uses only one auxiliary qubit, and as such is a special case where the required number of
auxiliary qubits is equal to the number of inputs. This is of course not always the case and the general
algorithm for phase map decomposition will take care of this. We will present exact bounds on how much
one needs to expand the computational space to be able to obtain the decomposition; however to realize
a decomposition as a pattern we will need further restrictions. The following example demonstrate this
case. The shortest known pattern for the Zα-rotation is Xs2

3 Zs13 M0
2M

−α
1 E12E23 with positive branch:

〈+|2〈+−α|1E12E23

which induces the 3-qubit phase map Φ|xyz〉 = (−1)xy+yz
eiαy|xyz〉 (indeed a diagonal of units) and

corresponds to the following decomposition of Zα:

R12D(1, 1, 1,−1, eiα, eiα,−eiα, eiα)P23

where D is a diagonal matrix. Note that some permutations of the diagonal lead to other solutions, and
most decompositions won’t correspond to a pattern. Also if one uses only 1 additional qubit one obtains
another decomposition with middle map:

D(
√

2, 0, 0,
√

2eiα)

which is not a phase map since coefficients are not units. The natural question is whether it is possible
to generate all such decompositions without using a pattern, and next find a pattern matching one of
these decompositions.

Direct Decomposition

Supposing one adds n auxiliary qubits to the input space I, a simple calculation shows that for each
coefficient u in the the computational basis matrix representation of U , there will be 2|V |−|O|/2|I| = 2n−|I|

‘slots’ to spread over the diagonal of the phase map Φ (since U is a unitary |I| = |O|). Thus, finding
a decomposition amounts in this case to finding complex numbers x(i) such that the following two
conditions hold:

u =
∑

i≤2n−|I|

x(i) (1.21)

2n/2|x(i)| = 1 (1.22)

The first equation says that the restriction map R will sum up all the x(i)s to give u, while the second
one asks for unit diagonal elements (note that the preparation map of n auxiliary qubits introduces an
overall factor of 2−n/2).

Lemma 22 If n > |I| , Equations 1.21 and 1.22 have joint solutions iff |u| ≤ 2n/2−|I| .

Proof. Each complex x(i) can be seen as a real plane vector of constant length 2−n/2, and all one has
to do is to choose their angles such that they will globally add up to u. If one aligns all x(i)s with u, the
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resulting sum is at least as long as u iff |u| ≤ 2n/2−|I| ; thus this inequality is necessary for Equations 1.21
and 1.22 to have joint solutions.

If n > |I| , then 2n−|I| ≥ 2 , so there are at least two terms x(i) . We may pick any two of them
and rotate them at opposite angles ±θ. If θ reaches π

2 before the global sum matches u, then the
corresponding two x(i)s contribute nothing, and we pick two additional terms to rotate. Clearly, at some
stage, for some value of θ the sum will coincide with that of u. 2

Due to unitarity of U , |u| ≤ 1 : so a safe choice of n is one such that 2n/2−|I| ≥ 1. Thus, n ≥ 2|I|
is always sufficient for a phase map to exist. Another consequence of the above lemma is that for any
given unitary map U on |I| qubits, unless U is itself a phase map and also requires no auxiliary qubits,
we have n > |I|: then a lower bound on the number of required qubits to implement it as a one-way
pattern is 2|I|, if at least one coefficient of U is larger than 1

2 .
For a unitary U , once we have fixed n, an output space O, and a choice of x(i)

pq satisfying Equa-
tions 1.21 and 1.22 for the coefficients upq = 〈p|U |q〉, the following algorithm will enumerate all possible
decompositions:

Algorithm 2 Input: for sets V , I, and O and n = |Ic| :
— a unitary U on HI ;
— complex numbers { x(i)

pq }2
n−|I|

i=1 satisfying Equations 1.21 and 1.22 for each upq ;
— a permutation σ over {1, · · · , 2n−|I|}.

Output: diagonal elements {dkk}2
|V |

k=1 , such that dkk =
√

2n x(i)
pq , where:

— the binary representation of p agrees with that of k after restriction to O;
— q ≡ k mod 2|I|;
— i = σ(bk/2|I|c).

The elements {dkk}2
n

k=1 are the solutions of the linear equations RDP = U and due to the simple
structure of matrices R and P we derive the above algorithm.

Pattern Synthesis

Note that obtaining a decomposition is not sufficient for the existence of a projection-based pattern. To
determine whether a phase map decomposition RΦP of a unitary U has a corresponding projection-
based pattern, one wants a graph GE over V , and angles αj for j ∈ Oc such that

Φ =
∏
j∈Oc

Z
−αj
j

∏
jk∈E

∧Zjk

That means for all x in the V -computational basis:

dxx = e−i
P
Oc αjxj (−1)

P
jk∈E xjxk (1.23)

where dxx is the diagonal coefficient of the phase map corresponding to x basis. Based on this observation
we propose the following algorithm for the above graph matching problem.

Algorithm 3 Input: A phase map decomposition for U — i.e. the diagonal elements {dxx}2
|V |

x=1 from
Algorithm 2.
Output: either (i) A labelled open graph (G, I,O, α) defining a projection-based pattern or (ii) no match-
ing graph exists.

1. For j ∈ {1, · · · , |Oc|}, consider the |V |-bit string zj that only has a 1 at position j, and set α
such that e−iαj = dzjzj .

2. For all j, k, consider the |V |-bit string zjk having a 1 only at positions j and k. Check whether
dzjkzjk = ±e−i(αj+αk) (the angles for the corresponding qubit in O is taken to be 0).
— (i) if YES and the sign is −1, return Ejk as an edge in G.
— (ii) if NO, no matching graph exists.
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Although there are exponentially many elements on the diagonal of the phase map, testing for the
existence of G will query the middle diagonal map only quadratically in |I| + n, to read off the mea-
surement angles and the entanglement graph. This in practice could accelerate the detection of bad
decompositions before obtaining all diagonal elements in the phase map.

When the procedure fails, one backtracks by: (1) trying a different decomposition given by Algo-
rithm 2, (2) trying another solution from Lemma 22, (3) revising the choice of outputs, and ultimately
(4) expanding further the computational space. Without any additional constraints, it seems that there
are many solutions to be checked. One might be able to infer additional constraints to Equations 1.21
and 1.22 from the requirement that there be a corresponding entanglement graph, reducing the set of
phase maps which we consider. How this may be done is, however, an open question.

1.9 From Projection Specification to Measurement Implementation

A projective term t has no physical meaning, however it can be seen as a specification of a strongly
deterministic measurement pattern P if JtK = JPK. Indeed, for a given strongly deterministic pattern P,
the Pauli corrections can be abstracted away by considering only the projections of the ’zero’ branch of
the computation, where no Pauli operator are applied. P is abstracted in tP = (G, I,O, α) such that
JPK = JtPK, if P can be rewritten in the following NEMC form:

P = Cs

( ≺∏
i∈VrO

Mαi
i

) ∏
i,j∈G

Ei,j

( ∏
i∈VrI

Ni

)

In this section, we consider the problem of producing a strongly deterministic pattern from its spec-
ification given in terms of projective term. It turns out that there exist projective terms which have
no physical implementation by means of measurement patterns. Thus, sufficient conditions for the exis-
tence of such implementations are presented in this section. They are based on the existence of a flow
in the underlying open graph of the projective term. The implementation of projective terms plays a
crucial role in the phase map decomposition. Indeed, a phase map decomposition produces a projective
term from a unitary transformation (see subsection 1.8.1), which can be implemented with a strongly
deterministic pattern if the flow condition is satisfied.

Moreover, the use of projective terms, permits to address the key issue of the depth minimisation
of strongly deterministic measurement patterns. The depth of a measurement pattern depends on the
corrections and the dependency between the measurements. Thus, finding an implementation of a
projective term (in which all the projectors can be applied on parallel since they act on distinct qubits)
in a deterministic measurement pattern of minimal depth is a crucial issue.

Causal Flow

A variety of methods for constructing measurement patterns have been already proposed Raussendorf
et al. (2003); Hein et al. (2004); Childs et al. (2005) that guarantee determinism by construction. We in-
troduce a direct condition on open graph states which guarantees a strong form of deterministic behavior
for a class of one-way measurement patterns defined over them Danos and Kashefi (2006). Remarkably,
our condition bears only on the geometric structure of the entangled graph states. This condition singles
out a class of patterns with flow, which is stable under sequential and parallel compositions and is large
enough to realize all unitary and unitary embedding maps.

Patterns with flow have interesting additional properties Danos and Kashefi (2006). First, they are
uniformly deterministic, in the sense that no matter what the measurement angles are, the obtained
set of corrections, which depends only on the underlying geometry, will make the global behaviour
deterministic. Second, all computation branches have equal probabilities, which means in particular,
that these probabilities are independent of the inputs, and as a consequence, one can show that all such
patterns implement unitary embeddings. Third, a more restricted class of patterns having both flow and
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reverse flow supports an operation of adjunction, corresponding to time-reversal of unitary operations.
This smaller class implements all and only unitary transformations.

Definition 23 (f,≺) is a causal flow of (G, I,O), where f : Oc → Ic and ≺ is a strict partial order over
V , if and only if

1. i ≺ f(i)
2. if j ∈ NG(f(i)) then j = i or i ≺ j
3. i ∈ NG(f(i)).

As one can see, a flow consists of two structures: a function f over vertices and a matching partial order
over vertices. In order to obtain a deterministic pattern for an open graph state with flow, dependent
corrections will be defined based on function f . The order of the execution of the commands is given by
the partial order induced by the flow. The matching properties between the function f and the partial
order ≺ will make the obtained pattern runnable. An example of causal flow is given in Figure 1.4.

c

a

b

b
c

1

2

b
1

2

0
1

2

0ca0

a

Fig. 1.4. Example of open graph – squared vertices represent inputs, white vertices represent outputs – which has a causal
flow (g,≺), where g(ai) = bi, g(bi) = ci and a0 ≺ a1 ≺ a2 ≺ {b0, b1, b2} ≺ {c0, c1, c2}.

The existence of a causal flow is a sufficient condition for determinism. First we need the following
simple lemma which describes an essential property of graph state.

Lemma 24 For any open graph (G, I,O) and any i ∈ Ic,

EGNIc = XiZNG(i)EGNIc

Proof. The proof is based on equations 1.11, 1.13 of the Measurement Calculus, and the additional
equation XiNi = Ni, which follows from the fact that Ni produces a qubit in the |+〉 state which is a
fix point of X.

EGNIc = EGXiNIc

=
(∏

(k,l)∈G,k 6=i,l 6=iEk,l

)(∏
j∈NG(i)Ei,j

)
XiNIc

=
(∏

(k,l)∈G,k 6=i,l 6=iEk,l

)(
Xi

∏
j∈NG(i) Zj

)(∏
j∈NG(i)Ei,j

)
NIc

=
(
Xi

∏
j∈NG(i) Zj

)
EGNIc

= XiZNG(i)EGNIc

2

The operator Ki := Xi(
∏
j∈NG(i) Zj) is called graph stabiliser Hein et al. (2004) at qubit i and the

above lemma proves KiEGNIc = EGNIc . Note that this equation is slightly more general than the
common graph stabiliser Hein et al. (2004) as it can be applied to open graph states where input qubits
are prepared in arbitrary states.

Theorem 10 For a given projective term (G, I,O, α), if open graph (G, I,O) has causal flow (f,≺),
then the pattern:

Pf,G :=
∏≺
i∈Oc

(
Xsi
f(i)Z

si
NG(f(i))r{i} M

αi
i

)
EG NIc ,

where the product follows the dependency order ≺, is strongly deterministic, and realizes the unitary
embedding:

JPK = JtK =
(∏

i∈Oc〈+αi |i
)
EGNIc .
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Proof. The proof is based on anachronical patterns, i.e. patterns which do not satisfy the D0
condition (see section 1.2) saying that no command depends on an outcome not yet measured. Indeed,
in the anachronical pattern Mα

i Z
si
i , the command Zsii depends on the outcome si whereas the qubit i is

not yet measured. However, by relaxing the D0 condition, we have the following equation:

〈+α|i = Mα
i Z

si
i

Indeed, if si = 0 the measurement realises the projection 〈+α|i, and if si = 1 the measurement realises
the projection 〈−α|i = 〈+α|iZi. Thus, any correction-free pattern

∏
i∈OcM

αi
i EGNIc can be turned into

an anachronical strongly deterministic pattern
∏
i∈OcM

αi
i Zsii EGNIc which realises UG. The rest of the

proof consists in transforming this anachronical pattern into a pattern which satisfies the D0 condition:

∏
i∈OcM

αi
i ZisiEGNIc =

∏
i∈OcM

αi
i Zsii

(
Xsi
f(i)

∏
j∈NG(f(i)) Z

si
j

)
EGNIc

=
∏≺
i∈Oc

(
Xsi
f(i)

∏
j∈NG(f(i))r{i} Z

si
j

)
Mαi
i EGNIc

Lemma 24 and condition 3 of the causal flow are used in the previous equation for eliminating the
command Zisi , whereas conditions 1 and 2 ensure that the pattern satisfies the D0 condition.2

The intuition of the proof is that entanglement between two qubits i and j converts an anachronical
Z correction at i, given in the term Mα

i Z
si
i , into a pair of a ‘future’ X correction on qubit j. It is easy

to verify that Theorem 10 is also valid in the more generalised setting of the Phase model, by replace
the Pauli X operator in Lemma 24 with Xα

i = Zαi XiZ
−α
i which stabilises the state |+α〉. This will allow

us to define the adjunction operator over the class of patterns with flow Danos and Kashefi (2006). Say
an open graph state (G, I,O) has bi-flow, if both (G, I,O) and its dual state (G,O, I) have flow. Say a
pattern has flow (bi-flow) if its underlying open graph state does.

The class of patterns with flows (bi-flows) is closed under composition and tensorization. It is also
universal, in the sense that all unitaries can be realised within this class. This follows from the existence
of a set of generating patterns having bi-flow as we saw in Section 1.4. Patterns with bi-flows realize
unitary operators. Indeed, a flow (f,≺) is one-to-one and therefore the orbits fn(i) for i ∈ I define
an injection from I into O. In the case of a bi-flow, I and O are therefore in bijection, and since one
knows already that patterns with flows realize unitary embeddings, it follows that patterns with bi-flow
implement unitaries.

Interestingly, one can define directly the adjoint of a pattern in the subcategory of patterns with
bi-flows. Specifically, given (f,≺) a flow for (G, I,O), and angles {αi; i ∈ Ic} for preparations, and
{βj ; j ∈ Oc} for measurements, we write Pf,G,~α,~β for the pattern obtained as in the extension to general
preparations of Theorem 10. Suppose a reverse flow (g,≺) is given on (G,O, I), one can define:

Pf,G,~α,~β† := Pg,G,~β,~α
There are two things to note here: first, for this definition to make sense, one needs to have general
preparations; second, this adjunction operation depends on the choice of a reverse flow (g,≺). It is easy
to see that Pf,G,α,β† and Pf,G,β,α realize adjoint unitaries.

An example is the pattern H := Xs1
2 M0

1E12N2 with I = {1} and O = {2}. It has a unique bi-flow,
and is self-adjoint in the sense that H† = H, therefore it must realize a self-adjoint operator, and indeed
it realizes the Hadamard transformation.

Generalised Flow

The existence of the causal flow is only a sufficient condition for determinism. We now extend the
construction and present a necessary and sufficient condition for the stepwise uniformly deterministic
computation in this model Browne et al. (2007). As we saw a flow function f assign to every single
measured qubit a unique correcting vertices f(i). A natural generalisation is to consider a set of vertices
as a correcting set. Hence instead of working with a function f : Oc → Ic defining the correcting vertices,
we will have a function g : Oc → PIc defining the correcting sets of vertices, where PIc denotes the
power set of all the subsets of vertices in Ic. We define the odd neighborhood of a set of vertices K to
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be the set Odd(K) = {u , |NG(u) ∩K| = 1 mod 2}, i.e. the set of vertices which have an odd number
of neighbours in K.

Definition 25 (gflow) (g,≺) is a gflow of (G, I,O), where g : Oc → ℘(Ic) and ≺ is a strict partial
order over V , if and only if

1. if j ∈ g(i) then i ≺ j
2. if j ∈ Odd(g(i)) then j = i or i ≺ j
3. i ∈ Odd(g(i))

x
x x

x
xx x

x

x

x
xi

≺ i i ≺

g(i)

Fig. 1.5. Graphical interpretation of a gflow (g,≺): for a given vertex i all the vertices larger than i represent qubits that
will be measured after the qubit i. The set g(i) has to be composed of qubits measured after i (i.e. in the right layer), and
such that the following parity conditions are satisfied: there is an odd number of edges between g(i) and i and there is an
even number of edges between g(i) and any vertex which is not larger than i (in the left layer.)

A graphical interpretation of the generalised flow is given in Figure 1.5. Notice that if an open graph
has a causal flow (f,≺), then it has a gflow (g,≺), where g : i 7→ {f(i)}. Like the causal flow, the gflow
is a sufficient condition for determinism:

Theorem 11 For a given projective term t = (G, I,O, α), if (G, I,O) has gflow (g,≺), then the pattern:

Pg,G :=
∏≺
i∈Oc

∏
j∈g(i)

(
Xsi
j Z

si
NG(j)r{i}

)
Mαi
i EG NIc ,

where the product follows the dependency order ≺, is strongly deterministic, and realises the unitary
embedding:

JPK = JtK =
(∏

i∈Oc〈+αi |i
)
EGNIc .

Proof. The proof is similar to the proof of theorem 10, except that for each measured qubit i, the
lemma 24 is applied for every element of g(i) so that it realises an X on every qubit in g(i) and a Z on
every qubit which has an odd number of neighbours in g(i). Those qubits who have an even number of
neighbours in g(i) receive an even number of Zs, i.e. the identity. 2

Contrary to the causal flow, the existence of a gflow is necessary for a certain kind of determinism.
Recall that a pattern P is said to be uniformly deterministic if it is deterministic for any measurement
angles. Moreover, a pattern is said to be stepwise deterministic if it is deterministic after performing each
single measurement together with all the corrections depending on the outcomes of that measurement.
More formally,

Definition 26 A pattern P is stepwise, uniformly, and strongly deterministic if P is uniformly and
strongly deterministic and is either measurement-free or it can be rewritten as (V, I,O,CsnMαi

i A) such
that C is composed of Pauli commands only and P ′ = (V, I,O r {n}, A) is stepwise uniformly, and
strongly deterministic.
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Theorem 10 and 11 can be extended to stepwise, uniform, and strong determinism.

Theorem 12 If a pattern P is stepwise, uniformly, and strongly deterministic, then the underlying open
graph (G, I,O) of P has a generalised flow and the pattern is an implementation of the projective term
t = (G, I,O, α):

JPK = JtK =
(∏

i∈Oc〈+αi |i
)
EGNIc .

The next lemma will be used in the proof of Theorem 12 and illustrates the role played by the
uniformity condition.

Lemma 27 Let U and V be two n-qubit unitary transformations. If for any angle α, 〈+α|U = 〈+α|V
then U = V

Proof. For a given angle α, and any n-qubit state |Ψ〉, U |Ψ〉 and V |Ψ〉 can be decomposed as follows:

U |Ψ〉 = |+α〉|φ+〉+ |−α〉|φ−〉 , V |Ψ〉 = |+α〉|ψ+〉+ |−α〉|ψ−〉 .

Since 〈+α|U |Ψ〉 = 〈+α|V |Ψ〉, |φ+〉 = |ψ+〉. Moreover, since |+α+π〉 = |−α〉, 〈+α+π||φ〉 = 〈+α+π||ψ〉
implies |φ−〉 = |ψ−〉. Thus U |Ψ〉 = V |Ψ〉 for any |Ψ〉, so U = V . 2

The following lemma extends a well-known result of the stabiliser formalism to the Measurement
calculus:

Lemma 28 For a given open graph (G, I,O) and a Pauli operator C, if CEGNIc = EGNIc then there
exists S ⊆ Ic such that C =

∏
u∈S XuZNG(u).

Proof. Since CEGNIc = EGNIc , CEGNV = EGNV . The state EGNV is stabilised by {XuZNG(u), u ∈
V }, thus there exists S ⊆ V such that C =

∏
u∈S XuZNG(u). The rest of the proof consists in proving

that S ⊆ Ic. By contradiction, let i ∈ S ∩ I,

EGNIc = EGNIcZiZi
=

∏
u∈S XuZNG(u)EGNIcZiZi

= XiZNG(i)Zi
∏
u∈Sr{i}XuZNG(u)EGNIcZi

= −ZiXiZNG(i)

∏
u∈Sr{i}XuZNG(u)EGNIcZi

= −ZiEGNIcZi
= −EGNIc

2

Proof of Theorem 12. The proof is by induction on the number of measurements of P. If P is
measurement-free then the proof is obvious. Otherwise, P can be rewritten as (V, I,O,CsnD Mαn

n A),
where CD acts on qubits D ⊆ O. By induction, P ′ = (V, I,O∪{n}, A) has a gflow (g′,≺′) and it realises
U ′ =

(∏
i∈Ocr{n}〈+αi |i

)
EGNIc .

Thus P realises 〈+αn |U ′ if sn = 0 and CD〈−αn |U ′. Since P ′ is strongly deterministic and 〈−αn | =
〈+αn |Zn,  ∏

i∈Ocr{n}

〈+αi |i

CDZnEGNIc =

 ∏
i∈Ocr{n}

〈+αi |i

EGNIc

Thus, according to Lemma 27, CDZnEGNIc = EGNIc , and thanks to lemma 28, there exists S ⊆ Ic s.t.
CD = Zn

∏
u∈S XuZNG(u).

Notice that S ⊆ D since X commands cannot be cancelled out in CD. Moreover, for any v /∈ D, an
even number of Zs are applied on v such that they cancelled out. As a consequence, v ∈ Odd(S) implies
v ∈ D ⊆ O ∪ {n}. Let g : Oc → Ic s.t. g(i) := g′(i) if i 6= n and g(n) := S. Let R be a relation s.t.
(u, v) ∈ R if u ≺′ v ∨ (u = n ∧ v ∈ S), and let ≺ be the transitive closure of R. (g,≺) is then a gflow of
(G, I,O). 2
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Fig. 1.6. A graph with generalised flow but no flow: g(a) = d, g(b) = e, g(c) = {d, f}. The blue arrows represent
the flow edges, where as black arrow indicates a virtual flow edge, (an edge that is not an edge of the graph
state).

The open graph state in Figure 1.6 has no flow (due the cyclic connections), but it admits a gener-
alized flow. This example demonstrates the fact having flow is not a necessary condition for uniform
determinism, contrary to the existence of the generalized flow.

1.10 Finding Optimal Flow Efficiently

In this section, efficient algorithms for finding causal flow and generalised flow of open graph state are
presented Mhalla and Perdrix (2008). These algorithms can be used for deciding whether a given open
graph admits a deterministic pattern. Moreover, these algorithms produce flows of minimal depth such
that they can be used for an automatic complexity depth optimisation. First note that a flow (flow
denotes a gflow or a causal flow), (g,≺) of (G, I,O) induces a partition of the vertices of the open graph:

Definition 29 For a given open graph (G, I,O) and a given flow (g,≺) of (G, I,O), let

V ≺k =

{
max≺(V ) if k = 0

max≺(V r L≺k−1) if k > 0

where max≺(X) = {u ∈ X s.t. ∀v ∈ X,¬(u ≺ v)} is the set of the maximal elements of X and
L≺k = (∪i≤kV ≺i ). The depth d≺ of the flow is the smallest d such that V ≺d+1 = ∅. (V ≺k )k=0...d≺ is a
partition of V into d≺ + 1 layers.

A causal flow or a gflow (g,≺) of (G, I,O) leads to a correction strategy for the corresponding pattern
P, which consists in measuring the non output qubits of each layer in parallel, from the layer V ≺d≺ to the
layer V ≺0 :

P =
(
V, I,O,R(0)R(1) . . . R(d≺)EGNIc

)
where R(k) :=

(∏
i∈V ≺k rO

(∏
j∈g(i)XiZNG(i)

)
Mαi
i

)
.

The complexity depth of such a pattern is upperbounded by d≺ + 1. Causal and generalised flows are
not unique in general. In the following, a subfamily of flows are considered, the maximally delayed flows,
which have an inductive structure (lemmas 31, 32) and are of minimal depth (theorem 13.)

Definition 30 For a given open graph (G, I,O) and two given causal flows (resp. gflows) (g,≺) and
(g′,≺′) of (G, I,O), (g,≺) is more delayed than (g′,≺′) if ∀k, |L≺k | ≥ |L

≺′
k | and there exists a k such

that the inequality is strict. A causal flow (resp. gflow) (g,≺) is maximally delayed if there exists no
causal flow (resp. gflow) of the same open graph that is more delayed.

For instance, the flow (g,≺) described in Figure 1.4 is a maximally delayed causal flow. However, (g,≺) is
not a maximally delayed gflow since (g′,≺′) is a more delayed gflow, where g′(a0) = {b0, b1, b2}, g′(a1) =
{b1, b2}, g′(a2) = {b2}, g′(b0) = {c0}, g′(b1) = {c1}, g′(b2) = {b2}, and {a0, a1, a2} ≺′ {b0, b1, b2} ≺′
{c0, c1, c2}. One can prove that (g′,≺′) is a maximally delayed gflow.
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Lemma 31 If (g,≺) is a maximally delayed gflow of (G, I,O), then

V ≺0 = O

V ≺k+1 = {u ∈ V r L≺k ,∃K ⊆ L
≺
k r I,Odd(K) r L≺k = {u}}

Proof. First, notice that for any gflow V ≺0 ⊆ O and V ≺k+1 ⊆ {u ∈ V rL≺k ,∃K ⊆ L
≺
k rI, ,Odd(K)rL≺k =

{u}}. The rest of the proof consists in proving that these inclusions are saturated for maximally delayed
gflows. Let ≺′:=≺ r((O r V ≺0 ) × V ). Notice that V ≺

′

0 = O. Moreover, (g,≺′) is a gflow of (G, I,O).
Since (g,≺′) is not more delayed than (g,≺), |V ≺0 | ≥ |V ≺

′

0 | = |O|, so V ≺0 = O.
For the second inclusion, by contradiction, assume that there exist k, u0, and K ⊆ L≺k such that

u0 /∈ Vk, u0 ∈ V r L≺k , and Odd(K) r L≺k = {u}. Let (g′′,≺′′) such that g′′(u) := g(u) if u 6= u0;
g′′(u0) := K, u ≺′′ v if u 6= u0 ∧ u ≺ v; and u0 ≺ v if v ∈ K. It leads to a contradiction since (g′′,≺′′) is
a gflow of (G, I,O) which is more delayed than (g,≺). 2

In a similar way, one can prove that:

Lemma 32 If (g,≺) is a maximally delayed causal flow of (G, I,O), then

V ≺0 = O

V ≺k+1 = {u ∈ V r L≺k ,∃v ∈ L
≺
k r I,NG(v) r L≺k = {u}}

Theorem 13 A maximally delayed causal flow (resp. gflow) is of minimal depth.

Proof. Let (g,≺) be a minimal depth causal flow (resp. gflow) of a given open graph. If (g,≺) is
a maximally delayed causal flow (resp. gflow), then let (g′,≺′) := (g,≺). Otherwise, let (g′,≺′) be a
maximally delayed causal flow (resp. gflow) which is more delayed than (g,≺). (g′,≺′) and (g,≺) have
the same depth. Indeed |L≺

′

k | ≥ |L
≺
k | = |V |, thus ∀k > d≺, V ≺k = ∅, so d≺ ≥ d≺

′
. Since (g,≺) is of

minimal depth d≺ ≤ d≺′ , so d≺ = d≺
′
. As a consequence (g′,≺′) is a minimal depth maximally delayed

causal flow (resp. gflow). Moreover, even if a maximally delayed causal flow (resp. gflow) of a given open
graph is not unique, one can prove, using Lemmas 31 and 32, that all the maximally delayed causal flows
(resp. gflows) of a given open graph induce the same partition of the vertices, and as a consequence,
have the same depth. Thus, the maximally delayed causal flow (resp. gflow) produced by the algorithm
has the same depth than (g′,≺′). 2

Generalised flow algorithm

Theorem 14 There exists a polynomial time algorithm for deciding whether a given open graph has a
gflow. Moreover, if the open graph has a gflow then the algorithm outputs a gflow of minimal depth.

Sketch of Proof. The algorithm and a complete proof are given in Mhalla and Perdrix (2008). Here
we give the main ideas of the algorithm. This algorithm is searching for a maximally delayed gflow. As
a consequence, if the open graph has a gflow, then the gflow produced by the algorithm is of minimal
depth. This is a backward recursive algorithm based on the inductive structure of maximally delayed
gflows (Lemma 31.) At the first recursive call, the algorithm produces V0 := O. At the kth recursive call,
the algorithm produces the set Vk+1 of vertices u ∈ V rLk such that ∃K ⊆ Lk r I,Odd(K) rLk = {u}.
Notice that for each u, there is a exponential number of candidates K ⊆ L, however an exponential
slowdown is avoided by encoding this problem into a linear system over F2:

ΓVrLk,LkrI

 x1

...
x|LkrI|

 = IVrLk
{u}
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where ΓA,B := {γi,j}i∈A,j∈B is a |A| × |B|-sub-matrix of the adjacency matrix Γ = {γi,j}i,j∈V of the
graph G, and IBA stands for a |B|-dimensional vector defined by IBA(i) = 1 if i ∈ A and IBA(i) = 0
otherwise.

If x1, . . . , x|LkrI| ∈ F2 is a solution to the system, then on can prove that the set K ⊆ Lk r I such

that ILkrI
K =

 x1

...
x|LkrI|

 satisfies Odd(K) r Lk = {u}. 2

Causal flow algorithm

A first algorithm for finding a causal flow has been proposed in de Beaudrap (2008), and works only if
the numbers of inputs and outputs are the same. The complexity of the algorithm is in O(nm) where
n is the number of vertices and m the number of edges (more precisely O(km) where k is the number
of inputs (outputs) de Beaudrap (2008).) A more general and faster algorithm has been introduced in
Mhalla and Perdrix (2008):

Theorem 15 Mhalla and Perdrix (2008) For a given open graph (G, I,O), finding a causal flow can be
done in O(m) operations where m = |E(G)| is the number of edges of the graph G. Moreover, if the open
graph has a gflow then the algorithm outputs a gflow of minimal depth.

The proof is based on the recursive structure of maximally delayed causal flow and is presented
in Mhalla and Perdrix (2008). Notice that some specific data structures are used for optimising the
complexity of the algorithm and obtaining a linear algorithm.

1.11 Extended Measurement Calculus

The measurements considered until now are (X,Y )-measurements, i.e. measurements defined by orthog-
onal projections on

|+(X,Y )
α 〉 := 1√

2
(|0〉+ eiα|1〉)

|−(X,Y )
α 〉 := 1√

2
(|0〉 − eiα|1〉)

In this section the Measurement Calculus is extended to measurements on (X,Z) and (Y,Z) planes
Perdrix (2006); Browne et al. (2007). Such an extension increases the expressive power of the for-
malism, allowing for instance the representation of one-way quantum computations based on (X,Z)
measurements, while the computational power is unchanged Perdrix (2006). The extended Measurement
Calculus consists in allowing (X,Y )-, (Y, Z)-, and (X,Z)-measurements on non input qubits:

• 1-qubit auxiliary preparation Ni

• 2-qubit entanglement operators Eij
• 1-qubit measurements Mλ,α

i , with λ ∈ {(X,Y ), (Y,Z), (X,Z)}
• and 1-qubit Pauli operators corrections Xi and Zi

(Y,Z)- and (X,Z)-measurements are defined by orthogonal projections on respectively,

|+(Y,Z)
α 〉 := cos(α/2)|0〉+ i sin(α/2)|1〉

|−(Y,Z)
α 〉 := sin(α/2)|0〉 − i cos(α/2)|1〉

and

|+(X,Z)
α 〉 := cos(α/2)|0〉+ sin(α/2)|1〉

|−(X,Z)
α 〉 := sin(α/2)|0〉 − cos(α/2)|1〉
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Pauli operators X and Z can be pushed through the measurements:

M
(X,Y ),α
i Xi = M

(X,Y ),−α
i (1.24)

M
(X,Y ),α
i Zi = M

(X,Y ),α−π
i (1.25)

M
(X,Z),α
i Xi = M

(X,Z),−α
i (1.26)

M
(X,Z),α
i Zi = M

(X,Z),−α+π
i (1.27)

M
(Y,Z),α
i Xi = M

(Y,Z),α−π
i (1.28)

M
(Y,Z),α
i Zi = M

(Y,Z),−α+π
i (1.29)

The semantics of the patterns is extended to the measurements in (X,Z) and (Y, Z) planes, as follows:

V ∪ {i},W, q,Γ
t[Mλ,α

i ]s

−→ V,W ∪ {i}, 〈+λ
αΓ
|
i
q,Γ[0/i]

V ∪ {i},W, q,Γ
t[Mλ,α

i ]s

−→ V,W ∪ {i}, 〈−λαΓ
|
i
q,Γ[1/i]

Theorem 16 For any extended pattern P of size n, there exists a pattern P of size O(n) composed of
(X,Y )-measurements only, such that [[P]] = [[P ′]].

Proof. The proof consists in replacing in P all occurrences of (X,Z) and (Y,Z) measurements by (X,Y )
measurements, using the following equations of projectors:

〈+(X,Z)
α | = 〈+α|J(−π/2)J(0)

〈−(X,Z)
α | = 〈−α|J(−π/2)J(0)

〈+(Y,Z)
α | = 〈+α|J(−π/2)J(−π/2)

〈−(Y,Z)
α | = 〈−α|J(−π/2)J(−π/2)

Thus, we define the following set of rewrite rules:

M
(X,Z),α
i ⇒XY M

(X,Y ),α
k ◦ J (−π/2)(j, k) ◦ J (0)(i, j)

M
(Y,Z),α
i ⇒XY M

(X,Y ),α
k ◦ J (−π/2)(j, k) ◦ J (−π/2)(i, j)

This rewriting system terminates, and the size of the resulting pattern is linear in the size of the original
pattern. Moreover, the rewrite rules preserve the semantics of the patterns. 2

An extended open graph (or open graph for short) is a quadruplet (G, I,O, λ), where λ : Oc →
{(X,Y ), (Y,Z), (X,Z)} is a labelling function which associates with any measurement, the plane in
which this measurement is performed. A correction-free extended pattern is of the following form:

P = (V, I,O,
∏

i∈VrO
M

λ(i),αi
i

∏
(i,j)∈G

EijNVrI)

In the context of the extended Measurement calculus, the extended gflow (or gflow for short) is defined
as follows Browne et al. (2007):

Definition 33 (Extended gflow) (g,≺) is an extended gflow of (G, I,O, λ), where g : Oc → ℘(Ic) and
≺ is a strict partial order over V , if and only if
1. j ∈ g(i) ∨ j ∈ Odd(g(i)) =⇒ j = i ∨ i ≺ j
2. i ∈ Odd(g(i)) =⇒ λ(i) ∈ {(X,Y ), (X,Z)}
3. i ∈ g(i) =⇒ λ(i) ∈ {(Y, Z), (X,Z)}

Theorem 17 A measurement-free extended pattern P = (G, I,O,
∏
i∈OcM

λ(i),αi
i EGNIc) can be com-

pleted with Pauli corrections into a stepwise uniformly and strongly deterministic pattern if and only if
(G, I,O, λ) has a gflow.
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Fig. 1.7. The pictorial presentation of the extended flow conditions for different measurement planes. The straight
lines stand for multiple edges in the entanglement graph where the labels give the parity of the number of these
connections. The qubit i denotes the qubit to be measured, its correcting set g(i) lays in ‘i ≺’ layer. The ‘≺ i’
layer of vertices j ≺ i is splitted into two sets: the neighbours of i labeled with N(i) and the other vertices.

Proof. The proof is similar to Theorems 11 and 12. In particular, it is based on the following anachronical
corrections:

M
(X,Y ),α
i Zsii = 〈+(X,Y )

αi |
M

(Y,Z),α
i Xsi

i = 〈+(Y,Z)
αi |

M
(X,Z),α
i Xsi

i Z
si
i = 〈+(X,Z)

αi |

According to lemma 24, for any i ∈ Ic, EGNIc = CEGNIc , with C = ±ZOdd(g(i))Xg(i). Thanks to
condition 1 of the extended gflow, C does not act on already measured qubit. Moreover, according to
condition 2 and 3, the action of C on qubit i is: Z if λ(i) = (X,Y ); X if λ(i) = (Y,Z); and ZX if
λ(i) = (X,Z). So the action of C on i is exactly the action required for transforming an anachronical
pattern into a valid one. 2

Finally, the algorithm for finding optimal gflow efficiently can also be adapted to the case of the
extended gflow.

Pauli Measurements

Pauli measurements play a central role in one-way quantum computing. In particular, it is known that
the action of such a measurement on a graph state is to leave the remaining qubits in a graph state (up
to a local Clifford-group correction) Hein et al. (2004). Definition 33 provides conditions for determinism
when single qubits at any angle in specified Bloch-sphere planes are allowed. The special properties of
Pauli measurements (for example, that they simultaneously lie in two measurement-planes) mean that if
one restricts the measurement of certain qubits to certain specific Pauli measurements, one must extend
the generalised flow conditions in order to account for these extra properties.

In this section, we introduce such an extension Browne et al. (2007). We will use the convention that
the labeling function λ(i) for any non output qubit i, is either a plane – (X,Y ), (X,Z), or (Y, Z) – or a
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vector – X, Y , or Z (i.e. Pauli measurements). First, notice that a Pauli measurement, say X, can be
interpreted as a (X,Y ) or (X,Z) measurement and thus it may satisfies the conditions of either a (X,Y )
or a (X,Z) measurement. Second, when a qubit is measured according to a Pauli operator, say X, then,
after the measurement, the state of this qubit takes ±X as its stabiliser. We use this property to allow
already-measured qubits to be included in a correcting set. Finally the following relation between Pauli
correction and Pauli measurements will be used for the Pauli flow construction

MXX = MX (1.30)

MY Y = MY (1.31)

MZZ = MZ (1.32)

Definition 34 An open graph state (G, I,O, λ) has Pauli flow if there exists a map p : Oc → PIc (from
measured qubits to a subset of prepared qubits) and a partial order < over V such that for all i ∈ Oc,
—(P1) if j ∈ p(i), i 6= j, and λ(j) /∈ {X,Y } then i < j,
—(P2) if j ≤ i, i 6= j, and λ(j) /∈ {Y,Z} then j /∈ Odd(p(i)),
—(P3) if j ≤ i, j ∈ p(i) and λ(j) = Y then j ∈ Odd(p(i)),
—(P4) if λ(i) = (X,Y ) then i /∈ p(i) and i ∈ Odd(p(i)),
—(P5) if λ(i) = (X,Z) then i ∈ p(i) and i ∈ Odd(p(i)),
—(P6) if λ(i) = (Y, Z) then i ∈ p(i) and i /∈ Odd(p(i)),
—(P7) if λ(i) = X then i ∈ Odd(p(i)),
—(P8) if λ(i) = Z then i ∈ p(i),
—(P9) if λ(i) = Y then either: i /∈ p(i) & i ∈ Odd(p(i)) or i ∈ p(i) & i /∈ Odd(p(i)).

Theorem 18
Suppose the open graph state (G, I,O, λ) has Pauli flow (g,>), then the pattern:

Pg,G :=
∏>
i∈Oc

(
Xsi
g(i)∩{j , j>i}Z

si
Odd(g(i))∩{j , j>i} M

λ(i),αi
i

)
EGNIc ,

where the product follows the dependency order >, is deterministic and realizes the unitary embedding:

UG :=
(∏

i∈Oc〈+λ(i),αi |i
)
EGNIc .

Proof: The proof is similar to the proof of theorem 17. In (P1), if λ(j) ∈ {X,Y }, j may be in the p(i)
even if j ≤ i since MX

i Xi = MX
i and MY

i XiZi = MY
i . Notice that if λ(j) = Y , j ≤ i and j ∈ p(i) then

j must be in Odd(p(i)) – (P3) – because of the Zi command in MY
i XiZi = MY

i . In (P2), if λ(j) = Z,
then j may be in Odd(p(i)) even if j ≤ i, since MZ

i Zi = MiZ . The condition λ(j) 6= Y in (P2) is
necessary because of (P3). Finally, (P7), (P8), and (P9) are obtained from (P4), (P5), and (P6) since
a X measurement is both a (X,Y ) and a (X,Z) measurement, and so on.2

1.12 MBQC vs Circuit

In this final section we present a novel automated technique for parallelizing quantum circuits via the
forward and backward translation to measurement-based quantum computing patterns, and analyze the
trade off in terms of depth and space complexity Broadbent and Kashefi (2009). The development of
parallel quantum circuits seems almost essential if we wish to implement quantum algorithms in the
near future with the available technology. Due to decoherence, qubits have a tendency to spontaneously
change their state, hence we can only operate on them for a very short period of time. Parallel circuits
could maximize the use of these fragile qubits. As for theoretical motivation, the study of parallel
quantum algorithms could lead to new results in complexity theory. For instance, one interesting open
question is whether the class of decision problems solvable in polynomial time, P, is included in the class
of decision problems solvable in polylogarithmic depth, NC. Let QNC be the class of decision problems
solvable in polylogarithmic depth with a quantum computer, one can ask similarly whether P is included
in QNC. Finally, Richard Jozsa conjectured that:
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Jozsa Conjecture.Jozsa (2005) Any polynomial-time quantum algorithm can be implemented with
only O(log(n)) quantum layers interspersed with polynomial-time classical computations.

We first introduce few definitions, recall that the size of a circuit is the number of gates and its depth
is the largest number of gates on any input-output path. Equivalently, the depth is the number of layers
that are required for the parallel execution of the circuit, where a qubit can be involved in at most one
interaction per layer. Here we adopt the model according to which at any given timestep, a single qubit
can be involved in at most one interaction. This differs from the concurrency viewpoint, according to
which all interactions for commuting operations can be done simultaneously.

Naturally the depth of a standard one-way pattern is the sum of the depths of the preparation (mini-
mum numbers of layers required for the parallel preparation of the entanglement graph) and computation
parts (the longest chain of adaptive measurements). Here, we only consider standard patterns, this is
justified due to the existence of the universal standardisation procedure and the result in Broadbent and
Kashefi (2009) which proved that the procedure of standardisation will decrease the depth of a pattern.

Lemma 35 The preparation depth for a given entanglement graph G, is either ∆(G) or ∆(G) + 1.

Proof. At each timestep, a given qubit can interact with at most one other qubit. In terms of
the entanglement graph, this means that at each timestep, a given node can interact with at most one
of its neighbours. Assign a colour to each timestep and colour the edge in the entanglement graph G

accordingly. With this view, the entire preparation corresponds to an edge colouring of the entanglement
graph. By Vizing’s theorem Diestel (2005), the edge-chromatic number of G, χ′(G) satisfies ∆(G) ≤
χ′(G) ≤ ∆(G) + 1. 2

For the purpose of parallelising quantum circuits it is enough to consider only standard patterns with
flow as any quantum circuit will corresponds to such a pattern. This will allow is to obtain an upper
bound on the depth of a pattern based on the depth of its flow, based on the important notion of
influencing walks for open graph states with flow Broadbent and Kashefi (2009).

Definition 36 Let (f,�) be the flow of a geometry (G, I,O). Any input-output walk in G that starts
with a flow edge, has no two consecutive non-flow edges and traverses flow edges in the forward direction,
is called an influencing walk.

Proposition 37 Let a and b be two qubits in a standard pattern with flow. If b depends on a, then a

appears before b on a common influencing walk, and this holds both before and after signal shifting.

Proof. This is a consequence of the flow theorem. Recall that before signal shifting, a measurement
at a qubit j is X-dependent on the result of a measurement at another qubit i if and only if j = f(i)
that is, a flow edge between qubits i and j. Also a measurement at a qubit k is Z-dependent on the
result of a measurement at another qubit i if and only if j = f(i) and k is connected to j, that is a
non-flow edge between qubits j and k connected to a flow edge between qubits i and j. Therefore signal
shifting creates new dependencies only through influencing walks. Hence if qubit b depends on qubit a,
it is either via a direct X or Z dependency or due to a sequence of dependencies after signal shifting, in
all the cases a and b must be on a common influencing walk. 2

Proposition 37 tells us that in order to compute the quantum depth of a standard pattern with flow (to
which we either have or haven’t applied signal shifting), it suffices to consider the depth along influencing
walks. Furthermore, it’s not hard to see that if a geometry has a flow, all of its influencing walks are
of finite length. Note that after signal shifting, Z-dependencies coming from the non-flow edges on an
influencing walk no longer contribute to the pattern depth, as the dependencies that they represent are
pushed to the final correction on an output qubit. On the other hand, signal shifting can create new
X-dependencies. The following proposition presents an upper bound on the effect of signal shifting on
the pattern depth.

Proposition 38 Let P be a pattern with flow where standardization and signal shifting have been per-
formed. Then the maximum number of flow edges, minus the number of the non-flow edges on such
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Fig. 1.8. Part of an influencing walk where two sequence of consecutive flow edges are connected with a non-flow
edge.

walk (maximum taken over all possible influencing walks), plus 1 is an upper bound for the depth of the
pattern.

Proof. We show that for any influencing walk, its number of flow edges minus the non-flow edges
gives an upper bound on its depth. Then, by Proposition 37, it suffices to find the largest number of
flow edges along any influencing walk in order to have an upper bound on the depth. We add 1 to this
depth since the depth is the number of vertices of such walk, and not the number of edges.

Consider an influencing walk I. The flow edges represent X-dependencies hence each flow edge in a
sequence of consecutive flow edges contributes to the depth along I. Now, consider a configuration with
a non-flow edge as shown in Figure 1.8. Before signal shifting, the dependent measurements on qubits i,
j, k and ` are given as follows where A,B and C stand for general signals not including si, sj , sk and s`

. . .D[Mα`
` ]sk C+si [Mαk

k ]B A[Mαj
j ]si . . .

and after signal shifting we have

· · ·D[Mα`
` ]skC+ si [Mαk

k ]BA[Mαj
j ]si · · ·

⇒ · · · D[Mα`
` ]skSsik

C [Mαk
k ]BA[Mαj

j ]si · · ·
⇒ · · ·Ssik D[Mα`

` ]sk+siC [Mαk
k ]BA[Mαj

j ]si · · ·

Therefore qubits j and ` are in the same layer. In other words, after signal shifting, the first flow edge
after every non-flow edge does not contribute to the depth of the pattern. Also, any new X-dependency
created with signal shifting will not increase the depth. Hence from the total number of flow edges on
an influencing walk, we need to subtract the number of non-flow edges. 2

So far we have not taken into account the information about the angles, which is why our bounds are
not tight. We first describe the effect of the Pauli measurements on depth. The following identities are
useful

M
π
2
i X

s
i = M

π
2
i Z

s
i (1.33)

M0
i X

s
i = M0

i (1.34)

According to Equation (1.33), when a qubit i is measured with angle π
2 (Pauli Y measurement),

then any X-dependency on this qubit is the same as a Z-dependency. But after signal shifting, this
Z-dependency does not directly contribute to the depth and hence we might obtain a smaller depth.
Furthermore, there exists a special case where if qubit i is not an input qubit and also not the flow image
of any other vertex (∀j : i 6= f(j)) and qubit i is measured with π

2 , then one can permit in the flow
theorem, to have f(i) = i and hence we will have one less flow edge Danos and Kashefi (2006). This
allows an influencing walk to have a loop edge on this particular vertex measured with Pauli Y and hence
the influencing walk will not start with an input qubit. We will consider only this extended notion of
influencing walk that takes into account the angles of measurement. When we want to emphasize this
extended definition, we will refer to Pauli influencing walks.

According to Equation (1.34), another special case is when qubit i is measured with angle 0 (Pauli X
measurement), then any X-correction on qubit i can be ignored and in fact qubit i can be put at
the first level of measurement. Consequently, again the flow depth can become smaller. By adding
equations (1.33) and (1.34) to the flow theorem, the proof still works Danos and Kashefi (2006) and we
get a potential improvement on the depth complexity. We refer to this procedure as Pauli simplification.
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Another way of realizing these special cases is that after signal shifting, the Pauli measurements become
independent measurements and hence can all be performed at the first level of the partial order. Hence
in computing the depth of a pattern with flow after signal shifting is performed, one should disregard
the Pauli measurements:

Proposition 39 Let P be a pattern with flow where standardization, Pauli simplification and signal
shifting have been performed. Let Ii be a Pauli influencing walk of P, denote by ei the number of the
flow edges, by ni the number of non-flow edges, by pi number of flow edges pointing to a qubit to be
measured with a Pauli measurement and by `i the number of loop edges (`i ∈ {0, 1}). Then the depth of
the pattern, call it DP satisfies the following formula:

DP ≤ maxIi ei − (ni + pi + `i) + 1 .

Proof. Along any Pauli influencing walk, any flow edge pointing to a qubit to be measured by a
Pauli X will not require a separate layer (Equation (1.34)) and for the Pauli Y case, such a flow edge
is converted to a Z-dependency (Equation (1.33)), to be signal shifted as in Corollary 38. Also if the
influencing walk starts with a Y measurement followed by a non-Pauli measurement, we have a loop
edge and hence the immediate following non-Pauli measurement can also be put in the first layer and
hence we subtract the loop edge from the total depth for this influencing walk. 2

1.12.1 From circuits to patterns

The original universality proof for MBQC already contained a method to translate a quantum circuit
containing arbitrary 1-qubit rotations and control-not gates to a pattern Raussendorf and Briegel (2001).
Here, we give an alternate method for the translation of a given circuit to a standard pattern in the
MBQC to attempt to reduce the quantum depth. We give the exact tradeoff in terms of the number of
auxiliary qubits and depth.

Recall that ∧Z is self-inverse and symmetric, hence any circuit that contains consecutive ∧Z gates
acting on the same qubits can be simplified. In what follows, we suppose that this simplification has
been performed.

Definition 40 Let C be a circuit of ∧Z and J gates on n logical qubits. The corresponding standard
pattern P is obtained by replacing each gate in C with its corresponding pattern, and then performing
standardization and signal shifting.

To present the exact tradeoff for the above translation, in particular to prove that the quantum depth
cannot increase, we construct directly the underlying geometry of a given circuit. Following the literature,
we refer to the circuit qubits as logical qubits. Other qubits that are added during construction of the
entanglement graph will be referred to as auxiliary qubits.

Definition 41 Let C be a circuit of ∧Z and J gates on n logical qubits. The entanglement graph GC
is constructed as a layer that is initially built on top of the circuit C by the following steps (see also the
example of Figure 1.9).

1. Replace each ∧Z gate on logical qubits i and j with a vertical edge between two vertices: one on
the ith wire and one on the jth wire. Label both vertices Input/Output. Replace each J gate on
a logical qubit i with an horizontal edge between two vertices on the ith wire, label the left vertex
Input and the right vertex Output.

2. To connect the above components, on each wire, start from the left and contract consecutive non-
adjacent vertices as follows (the contraction of vertices v1 and v2 of a graph G is obtained by
replacing v1 and v2 by a single vertex v, which is adjacent to all the former neighbours of v1

and v2):

– Two vertices labelled Input/Output are contracted as one vertex with Input/Output label;
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Fig. 1.9. A quantum circuit with ∧Z and J(α) gates, together with the two-step construction of the corresponding
entanglement graph. In the final step, an input qubit is represented by a boxed vertex and an output qubit with
a white vertex. The black vertices will be measured with angles α, β and γ, as shown in the figure.

– A vertex labelled Input/Output and a vertex labelled Input are contracted as one vertex with
Input label;

– A vertex labelled Output and a vertex labelled Input/Output are contracted as one vertex with
Output label;

– Two vertices labelled Output and Input are contracted as one vertex with auxiliary label.

It is easy to verify the following proposition that justifies the above construction.

Proposition 42 The graph GC obtained from Definition 41 is the entanglement graph for the measure-
ment pattern that is obtained from Definition 40. Furthermore, input-output paths of vertices sitting on
the same wire define the flow of GC .

Proof. Standardization does not change the underlying entanglement graph, hence it follows that GC
is indeed the entanglement graph for the measurement pattern. From de Beaudrap (2008), for the case
that |I| = |O|, a collection of vertex-disjoint I − O paths in GC define the successor function f in its
flow. Therefore, input-output paths of vertices sitting on the same wire define the flow of GC . 2

In order to obtain a full pattern corresponding to the circuit C, one needs to add measurement
commands with angles being the same angles of the J(α) gates. These angles are assigned to the qubits
labelled Input in Step (1) of the construction of Definition 41. The dependency structure is the one
obtained from the flow theorem.
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In Out

Fig. 1.10. The geometry of the teleportation pattern given in Equation (1.35) with one input, one auxiliary and
one output qubit.

Proposition 43 Let C be a quantum circuit on n logical qubits with only ∧Z and J gates. Let G2 be
the number of J gates and D(n) the circuit depth. The corresponding pattern P given by Definition 40
has n+G2 qubits, G2 measurement commands, n corrections commands, and depth smaller than or equal
to D(n).

Proof. The proof is based on construction of Definition 41, which is obtained from replacing the
following patterns

J (α) := Xs1
2 M−α1 E12

∧Z := E12

for J and ∧Z gates and then performing the standardization procedure. It is clear from the construction
that we start with n qubits corresponding to each wire, then any ∧Z connects the existing qubits (wires)
and hence will not add to the total number of qubits. On the other hand any J gate extends the wire
by adding a new qubit. This leads to the total number of n + G2 qubits for the pattern. There are G2

measurement commands since all but n qubits are measured. Since C has depth D(n), any influencing
walk in P has at most D(n) flow edges. Hence the theorem is obtained from Proposition 38 after
performing signal shifting on the corresponding pattern. 2

Alternatively, for a given circuit, one can use another construction to obtain a corresponding pattern
with cluster geometry, hence to achieve constant depth for the entanglement graph preparation stage.
Naturally, the price is to have more qubits. First note that the following pattern implements teleportation
from input qubit i to output qubit k that is simply the identity map (see Figure 1.10):

X
sj
k Z

si
k M

0
jM

0
i EjkEij (1.35)

Now, if before Step (2) of the construction of Definition 41, we insert the teleportation pattern between
any two consecutive ∧Z acting on a common wire, then the degree of each vertex remains less than 4 as
desired. We will refer to this graph as the cluster graph, GCC . In order to compute the number of qubits
for the pattern obtained from this new construction, consider the positions in the circuit where two ∧Z
appear after each other. These are the places where we need to apply the above teleportation pattern to
keep the degree less than 4. With this construction, the depth of the pattern does not increase by more
than a multiplicative constant. Therefore we have:

Lemma 44 Let C be a quantum circuit on n qubits with only ∧Z and J gates. Let G2 be the number
of J gates, s the size of C and m the number of positions in C where two ∧Z appear after each other.
Then the pattern P with the cluster graph construction (obtained as in Proposition 42 with the addition
of the teleportation pattern above) has n+G2 +m ∈ O(n+ s) qubits and depth in O(D(n)).

In what follows, we always assume the cluster geometry for patterns corresponding to a circuit and
hence the preparation depth is 4

1.12.2 From patterns to circuits

The construction of Definition 41 can be also used in reverse order to transfer a pattern with flow to a
corresponding circuit, where all the auxiliary qubits will be removed and hence by doing so the quantum
depth might increase. However, we now show how to obtain another transformation from patterns to
circuits where one keeps all the auxiliary qubits. This construction is simply based on the well-known
method of coherently implementing a measurement. Recall that a controlled-unitary operator where the
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U U

Z Z

Fig. 1.11. A classically controlled implementation of a controlled-unitary gate. The computational basis mea-
surement operator is represented by the half-circle box with Z label. After pushing the measurement to the
beginning of the wire, the unitary U is only classically dependent (doted line) on the first wire.

control qubit is measured in the computational basis {|0〉, |1〉} can be written as a classical controlled
unitary by pushing the measurement before the controlled-unitary operator Griffiths and Niu (1996), see
Figure 1.11.

Given a pattern in the standard form, we use the above scheme in the reverse order to convert the
classically dependent measurements and corrections, and then push all the independent measurements to
the end of the pattern. However since the scheme works only for the computational basis measurement,
we have to first simplify all the arbitrary measurements Mα. Let Z(α) be the phase gate and H the
Hadamard gate, and let MZ be the computational basis measurement (i.e. Pauli Z measurement). Then
we have

Mα = M{|+α〉,|−α〉} = MHZ(−α)†{|0〉,|1〉} = MZHZ(−α) . (1.36)

Additionally, we replace any classical X- and Z-dependencies of measurements and any dependent cor-
rections with a sequence of ∧X and ∧Z, which might create a quantum depth linear in the number of
the dependencies, as shown in Figure 1.12. However to reduce this linear depth, we can use the following
result on parallelizing a circuit with only controlled-Pauli gates to logarithmic depth:

Proposition 45 (Moore and Nilsson (2002)) Circuits on n qubits consisting of controlled-Pauli gates
and the Hadamard gate can be parallelized to a circuit with O(log n) depth and O(n2) auxiliary qubits.

We can now formalize the above translation of patterns to circuits.

Definition 46 Let P be a standard pattern with computational space (V, I,O), underlying geome-
try (G, I,O) (where G has a constant maximum degree) and command sequence (after signal shifting):

· · ·CCjj · · · [M
αi
i ]Ai · · ·EG

where Ai is the set of qubits that the measurement of qubit i depends on, and Cj is the set of qubits that
the correction of qubit j depends on. Note that due to the signal shifting, we only have X dependencies.
The corresponding coherent circuit C with |I| logical qubits and |V r I| auxiliary qubits, is constructed
in the following steps (see also Figure 1.12):

(i) Apply individual Hadamard gates on all the auxiliary qubits.
(ii) Apply a sequence of ∧Z gates according to the edges of G.
(iii) Replace any dependent measurement [Mαi

i ]Ai with MZ
i HiZi(−α)∧Ai,iX where ∧A,iX is a se-

quence of controlled-not with control qubits in A and target qubit i. Note that since the MZ is
independent and can be pushed to the end of the corresponding wire it can be discarded.

(iv) Replace any dependent correction X
Cj
j with ∧Ci,iX and ZCjj with ∧Ci,iZ.

(v) Replace the joint sequence of added ∧X and ∧Z in steps (iii) and (iv) with the parallel form
obtained from Proposition 45.

Lemma 47 Let P be a standard pattern with computational space (V, I,O) and underlying geome-
try (G, I,O) (where G has a constant maximum degree). Let t = |V r O| be the number of measured
qubits and let d be the quantum computation depth of P. Then the corresponding coherent circuit C
obtained from Definition 46 has |I| logical qubits, O(t3) auxiliary qubits and depth in O(d log t).
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Fig. 1.12. Implementing coherently the sequence of dependent measurements in a pattern. An arbitrary measure-
ment Mα is represented by a half circle labelled with its angle. The Hadamard and phase gates are shown with
square boxes with the labels being H or the angle of the phase gate. The dotted arcs represent X-dependencies.
Equation (1.36) is used to simplify the measurements. After replacing the X-dependencies by ∧X gates, we
obtain a quantum depth linear in the number of dependencies.

Proof. We examine the cost at each step of the construction of Definition 46. Steps (i) and (ii) add
a constant to the depth of C. At step (iii), each measurement has as most t dependencies, which, in
step (v) translates to O(log t) depth with O(t2) auxiliary qubits. At step (iv), each output qubit has at
most t dependencies, which again in step (v) translates to O(log t) depth with O(t2) auxiliary qubits.
Since the depth of P is d, the total depth of C is in O(d log t), with O(t3) auxiliary qubits. 2

Note that the logarithmic increase in the depth of C is due to the fact that the circuit model does
not exploit any classical dependencies. Thus the classical computation of the measurement angles and
corrections in P contributes to the quantum depth in C.

One can combine the forward and backward construction from circuit to patterns to obtain an auto-
mated rewriting system for the circuit which can decrease the depth by adding auxiliary qubits. The
following theorem gives the tradeoff.

Theorem 19 Let C be a quantum circuit on n qubits with only ∧Z and J gates. Suppose C has size s
and depth D. Assume further that P is the corresponding pattern obtained from the forward translation
as in Lemma 44 and that P has quantum depth D′ (we know that D′ ≤ D). Then circuit C ′ constructed
from P by Definition 46 has O(s3 + n) qubits, and depth in O(D′ log s).

Proof. The first step is to translate C to a pattern P using Lemma 44. The resulting pattern P
has O(s + n) qubits, and quantum depth in O(D). Then we translate the pattern back to a circuit C ′

using Definition 46. By Lemma 47, the new circuit has O(s3) auxiliary qubits and depth in O(D′ log s).
2

At first glance it seems like applying Theorem 19 to a quantum circuit would not necessarily be
beneficial, since the number of auxiliary qubits and the depth seem to increase. But note that we have
given only upper bounds. However taking into account Pauli simplification and signal shifting can give
a significant improvement Broadbent and Kashefi (2009).

1.13 Conclusion

In this chapter we have presented the mathematical model underlying measurement-based quantum
computing and the algebra of pattern composition. More importantly, we have developed a rewrite system
for patterns which preserves the semantics. We have shown further that our calculus defines a polynomial-
time standardization algorithm transforming any pattern to a standard form where entanglement is
done first, then measurements, then local corrections. We have inferred from this procedure that the
denotational semantics of any pattern is a cptp-map and also proved that patterns with no dependencies,
or using only Pauli measurements, may only implement unitaries in the Clifford group.

In addition we introduced some variations of the one-way and teleportation models and presented
compositional back-and-forth embeddings of these models into the one-way model. This allows one to
carry forward all the theory we have developed: semantics, rewrite rules, standardization, no-dependency
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theorems and universality. This shows the generality of our formalism: we expect that any yet-to-be-
discovered measurement-based computation frameworks can be treated in the same way.

Perhaps the most important aspect of standardization is the fact that now we can make patterns
maximally parallel and distributed because all the entanglement operators, i.e. non-local operators, can
be performed at the beginning of the computation. Then from the dependency structure that can be
obtained from the standard form of a pattern the measurements can be organized to be as parallel as
possible. This is the essence of the difference between measurement-based computation and the quantum
circuit model or the quantum Turing machine.

We further presented a method for projection-based pattern synthesis by exploring the phase map
decomposition of unitary maps into three successive operations P , Φ, and R. The first one represents the
familiar preparation map and expands the computation space by introducing auxiliary qubits; the second
one is diagonal in the computational basis and has only unit coefficients; and the last is a restriction map
that contracts back the computational space into the chosen output space. It is important to emphasize
that both R and P have a very simple structure, and hence the decomposition suggests that the whole
quantum computing part of an algorithm is encoded in the phase map operator. Next, we addressed the
fundamental question of how to transform the specification given by a projection-based pattern to an
actual physical implementation as a measurement-based pattern.

Indeed, what makes the measurement-based quantum computing special is the fact that one can
employ probabilistic measurement operators and yet perform a deterministic computation by imposing
a causal dependent structure over the measurements sequence. On the other hand the MBQC highlights
the role of entanglement as a resource for quantum computing. Hence a full understanding of the MBQC
depends on gaining insight into the interplay of these two ingredients. To this end we demonstrated
the notion of flow on the geometry of the entanglement graph and a full characterisation of stepwise
uniformly deterministic computation in the one-way model independent of any reference to the circuit
model together with efficient algorithm for finding the optimal depth flow.

One interesting consequence of patterns with generalised flow (but no flow) is that they can admit
very compact implementations of a given unitaries. In particular, the generalised flow admits a great
deal of flexibility in the causal structure of the corrections which can have have little in common with
the structure of the associated quantum circuit. Further investigation of such features will be a line of
future research.

Finally we demonstrated how forward and backward transformation between circuits and measurement
patterns leads to an automated procedure of parallelization. A simple way of observing the advantages of
the MBQC over the quantum circuit can be seen via the tradeoff between space and depth complexity as
the transformation from a circuit to MBQC adds some auxiliary qubits and hence decreases the depth.
On the other hand, one can also argue that the advantage is due to a clear separation of the types of
depths that are involved in a computation: the preparation, quantum computation and classical depths.
In other words, in the circuit model, all operations are done “quantumly” whereas in a pattern, some
part of the computation can be performed via classical processing.
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