REPRESENTATIONS OF FINITE GROUPS

This is a preliminary version of a revised version of the chapter on group represen-
tations. I don’t want to include it yet in the full course notes because some of you may
have been using the current version of the notes and the switch to a new version may
be confusing.

The notes below follow the presentation of the material as we have done it this year in
class. There are probably typos, hopefully all self-evident and easily fixable. However,
if you note any typos, I will be grateful if you let me know.

— Eyal Goren
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1. REPRESENTATIONS OF FINITE GROUPS

In this chapter, we only consider finite groups G and finite dimensional complex vector spaces
V. The theory of representations of infinite groups and infinite-dimensional representations is
vast, and important, but is too advanced for this course. We should mention that even if one is
interested in representation of Lie groups, which arise often in physics, for example the groups
GL,(C), U, (C), the theory of representations of finite groups plays an important role.

Group representations are intimately related to understanding how groups acts on sets. In
our current setting, the set is a complex vector space and the group acts through very particular
symmetries — invertible linear transformations. Thus, this topic can be viewed as a natural
continuation of our study of groups actions.

Group representations are a subject with many applications to other branches of mathematics,
and outside mathematics, for example for computer science, physics, chemistry, and electrical
engineering. We will see some of those at the end of this chapter. It is also a topic that is a
beautiful marriage of linear algebra and group theory, thus connecting two courses that are
usually not taken together.

1.1. First definitions. A linear representation of a (finite) group G is a homomorphism
p: G— GL(V):={T: V — V: T isaninvertible linear transformation},

where V is a finite dimensional complex vector space. We will usually drop the adjective “lin-
ear”. We note that GL(V) is a group under composition of linear maps. We will denote such
a representation by (p, V), where the group G is understood from the context. When we feel
confident enough, we may just denote it p, or V, depending which notation seems more useful
at that point.

A very important notion is when are two representations isomorphic. Given two representa-
tions (p;, Vi) of G we define

Homg(Vy, Vo) ={T: Vi — V, linear: Top1(g) = p2(g) o T,Vg € G}.

We note that there is no assumption that T is invertible, or even that dim(V;) = dim(V3); in
particular, we always have that the zero map is an element of Homg(V3, V2). Further, under
addition of linear maps and multiplication by a scalar, Homg (V;, V2) is a complex vector space.
We shall refer to elements of it as homomorphisms of representations, or G-homomorphisms.

Having made this definition, the notion of an isomorphism (p1, V1) = (p2, V2) is clear: these
are linear maps T € Homg(V3, V,) that are invertible. In that case, the inverse map always
satisfies T~! € Homg(Va, V).

Main Goal: Classify representations of G up to isomorphism.
(We will make this more precise later on).

Given a representation (p, V'), choose an isomorphism T: V — C" (n = dim(V)) and let

7: G — GL(C"), 1(g)=Top(g)oT
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It is easily verified that
(o, V) = (z,C"),
where the isomorphism is the map T itself. Therefore, every isomorphism class of represen-

tations is represented by some (7,C"). How unique is 7? It is unique up to conjugation by
elements of GL(C"): for any T; € GL(C") we have

Tng,

where

(g)=Tiot(g)oT ",
(this reflects the fact that we had to choose an isomorphism T: V — C" and the freedom in this
choice is precisely modifying T to T; o T).

It follows that we can make everything more concrete by using the natural identification
GL(C") = GL,(C),

obtained by representing any linear transformation T by its matrix [T] relative to the usual basis
of C". Thus, we may think about a representation also as a homomorphism

7: G — GL,(C).

The homomorphism rule is T(xy) = T(x)T(y), where on the right we find matrix multiplication.
When do two such homomorphisms define isomorphic representations? For any invertible
matrix M € GL,(C), we have

T=p,  p(g) =M1(g)M Vg eG,

and conversely. This may be a confusing point, so let’s repeat it: we are allowed to choose any
matrix M € GL,(C), but once we made the choice the relation p(g) = Mt(g)M~! should hold
for all g € G with the same M.

Although we arrived finally at a rather concrete model for representations, the general point
of view p: G — GL(V) is very useful as often the vector space V doesn’t have a natural basis.

We now come to one of the key notions of this whole subject: the character of a representation.
Given a representation
p: G— GL(V),

we define its character x, as follows:

Xo: G =€ xp(8) = Tr(e(g)):
It is important to note that x, is simply a function; it associate to each element g the trace of the
linear operator p(g). Usually it will not have any multiplicative properties.
The notion of a character will turn out to be central for the whole theory and we will study
many properties of characters. For now, we only give a few basic facts.

Lemma 1.1.1. (1) x, only depends on the isomorphism class of p.
(2) X, is constant on conjugacy classes in G.
(3) x(1) = dim(V).

Proof. To calculate the trace of an operator p(g) one needs to choose a basis B for V and represent
p(g) by a matrix [p(g)]s. If we choose another basis, say C, then the matrices of p(g) in the two
bases are related by

[0(8)]c = Mp(g)]sM ™,

where M is the change of basis matrix. Note that if we pass from p to an isomorphic representa-
tion, say (7, W),

7(g) = Tp(g)T"
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then once more

[7(8)]c = M[p(g)]sM ",

where now C is a basis of W and M is the matrix representing T relative to the two bases B, C.
Thus, in both cases, we have to show that

Tr(M[o(g)]sM ™) = Tr([o(g)]s)-

This is well known (it follows from the formula Tr(MN) = Tr(NM) that one proves by writing
down the product of the matrices explicitly and calculating the trace).

The proof that x, is constant on conjugacy classes is very similar. Relative to some basis B we
have

Tr([p(hgh™")]s) = Te([o(h)p(g)p(h) ']s) = Tr([o(h)]slo(8)]8lo(h) ~']5) = Tr([0(8)]B)-

Finally, we have x,(1g) = Tr(Idv) = Tr(Igim(y) = dim(V), where we denote by Idy the
identity operator on V and by I; the d x d identity matrix. U

2. EXAMPLES

We now discuss some relatively simple examples. Despite appearances, perhaps, they will
turn out to be very important and will make frequent appearances. Study them carefully!

2.1. 1-dimensional representations. A 1-dimensional representation of G could be thought of
simply as a homomorphism

p: G—C™.

Indeed, GL;(C*) = C*. Note that in this case if p = 7 then, since C* is commutative, we
actually have p = 7. Also, since the trace of a 1 x 1 matrix is («) is just « it follows that

Xp = P-

For these reasons, 1-dimensional representations are also called 1-dimensional characters, or
multiplicative characters .
Let

G* = Hom(G,C™).
We make two observations: First, G* is a group under the rule
(0-1)(8) = p(8) - T(8)-
Second, if we let S' = {z € C* : |z| = 1} denote the unit circle in C then
G* = Hom(G, SY).

Indeed, if ¢ € G is of order d, p € G¥, then p(g)? = p(1g) = 1 which implies that p(g) is
necessarily a root of unity. The group G* is called the character group of G.

Lemma 2.1.1. There is a natural isomorphism
G* =~ (Gab)*’

where, as usual, G = G/ G’ is the abelianization of G.
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Proof. We have seen that any homomorphism G — A, where A is an abelian group, factors
uniquely through G* (see ??). In particular, given any homomorphism f: G — C* there is a
unique homomorphism F: G% — C* such that the following diagram commutes (7 being the

natural map G — G/G'):
f Cx
X 74
Gab

and conversely. O

G

We will revisit this example later on. We will rely on Exercise ?? that you are encouraged to do
at this point.

Example 2.1.2. The alternating groups A, for n > 5 have only one 1-dimensional representation,
which is the trivial representation 1. For any group G the trivial representation 1 is the 1-
dimensional representation

G—-C*, g¢g—1VgeedG.

Its character, also denoted 1, is the constant function 1.

The symmetric groups S,, for n > 5, have only two 1-dimensional characters, 1 and sgn.
Indeed, the only non-trivial normal subgroup of S,,, forn > 5,is A, and, as S,/ A, = {£1} is
abelian, it must be that $%° = {£1}. The group {1} has precisely two homomorphisms to C*,
the trivial one and the identity one.

Example 2.1.3. The commutator subgroup of Dy is {1,x?}. Indeed, [x,y] = x* and so the com-
mutator subgroup contains (x?). On the other hand, x> commutes with x and y and is therefore
a central element and thus (x2) is a normal subgroup. As D,/ (x?) has order 22 it is abelian and
it follows that (x2) D D), and we get equality: D} = (x2). We think about the abelianization as

D’ = {1,%,7,%y}

with 7 = §x and the square of every element is 1; it is a group isomorphic to (Z/2Z)>. As
every element has order 2, every multiplicative character of D%’ takes values in {£1}. It is not
hard to show that there are 4 possibilities as described in the following table.

1 % 7 %
or=1 1 1 1 1
02 1 -1 1 -
o3 1 1 -1 -1
p41-1-11

2.2. The regular representation p"“. Let G be a group. We define a vector space V with a basis
{eg : g € G}. Often V is called the group ring of G and denoted C[G]. A vector in V is a sum

) g ey
g€t
with a, complex numbers. We can also think about V' as

{) ag-[g]:ag cC}.

geG
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The two notations are equivalent — the symbol [g] corresponds to the notation e,. In the second
notation, we can see that C[G] has a ring structure, where

(Zag’[g])+(2”g'[g]): Z(“g+bg)'[8]r

geG g€eG 8€eG

and

(2 ag- [8D(} bg-[8]) = Y (Y ag1bs) - [g]-

geG geG 8€G seG

However, the ring structure will not be important until much later.
The group G acts on this vector space and this representation is called the regular represen-
tation and denoted p™*¢. We have

p: G — GL(V), p"8(g)(en) = egn, Vg, h €G.
In the other notation,

p"3(8) () asls]) = [81(}_ asls]) = }_ as[gs]-

seG seG seG
The character x"*3 of p™¢ is very simple:

ﬁGr g = 1g;
0, else.

@ X'%(8) = {

The proof is simple: if {ej,...,e,} is a basis for a vector space W, and T: W — W is a linear
transformation, write

n
T(e;) = Z baeq, b, € C.
a=1

Then, the contribution to Tr(T) from the vector e; is b;. Now, to calculate Tr(p"8(g)) we see that
the contribution from the vector ¢ is the coefficient of ey, in p"*8(g) (ey,). As p"3(g)(ex) = eg, this
contribution is 0 from every h if ¢ # 1, and is 1 from every hif g = 1.

2.3. Directsum. Let (p, V1), (02, V2) be two representations of the group G. We define the direct
sum of the representations: the vector space is V1 @ V, and

Pr®p2: G = GL(VI B V2), (01 @ 02)(8)(v1,02) := (01(8)(01), p2(8)(02))-
If we represent p; as homomorphisms,
pi G = GL,(C)  (m; = dim(V}),
then

p1®p2: G = GLy 10, (C), (01 @p2)(8) = <pl(()g) Pz?S)) '

It is then clear that
Xprop2(8) = Xp1 (&) + Xp2(8)-
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3. SUBREPRESENTATIONS AND IRREDUCIBLE REPRESENTATIONS

3.1. Subrepresentions. Let (p, V') be a representation of G. Let U C V be a subspace such that
p(8)(u) €U, VgeGVuel.

That is, U is invariant under all the linear maps {p(g) : ¢ € G}. Then U is called a subrepresen-
tation of V; we have
plus G = GL(U),  plulg) = p(8)lu-

Example 3.1.1. {0} and V are always sub-representations. We refer to them as trivial subrepre-
sentations.

Example 3.1.2. The standard representation p*'¢ of S,,.
Let n > 2. We consider S, as contained in GL,(C) in such a way that
U(@i)zeg(i), i21,2,...,1’l.

This is called the standard n-dimensional representation of S,,. For example, for n = 3,

010 00 1
(12)< (1 0 0], (123)< |1 0 ©
001 010

Let x* be the character of p*™. In our example of n = 3 we have x*'(12) = 1, x*'¢(123) = 0.
Proposition 3.1.3. We have
(2) x°" (o) = t fixed points of o.
Proof. The contribution to Tr(p**(¢)) coming from the basis vector e; is the coefficient of ¢; in
p*(c)(ei) = eq(s), which is 1is (i) = i and 0 if o(i) # i. Summing over all i, we find the
statement in the proposition. t
Consider now the subspaces

u, :={(a,...,a):acC},
and

n
Uy := {(xl,...,xn) : zxi =0,x; € C}
i=1

The space U is just the trivial representation 1 of S,, and Uy is also a representation of S, that
we denote p*"0. As dim(U;) + dim(Up) = n and U; N Uy = {0}, we find:

pstd -1 ®pstd,0_

3.2. Irreducible representations and Maschke’s Theorem. A representation (p, V) of G is called
irreducible if its only subrepresentations are {0} and V, and V # 0.

Proposition 3.2.1. The representations 1 and p***° are irreducible representations of S,,. Thus, we have

a decomposition of p°* as a sum of irreducible representations.

Proof. Clearly 1 is irreducible for dimension reasons — there aren’t any non-trivial subspaces;
this is true for any group G and any 1-dimensional representation of it.

The proof for Uj is slightly involved; we will give another proof later, much more elegant, as
an application of character theory.

We assume that n > 2. The case n = 2 is easy as Up is 1-dimensional.
Let U' C Uy be a non-zero sub-representation. Let x = (x1,...,x,) be a non-zero vector
in U’. If x has precisely two zero elements, by multiplying x by a scalar we may assume that
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x=(0,...,0,1,0...,0,—1,0,...,0). Then, by acting by S,, we see that every vector of the form
e; — ej (where ¢; are the standard basis) is also in U'. But these vectors span Uy and it follows
that U’ = U().

Thus, it remains to prove that U’ always contains such a vector. Let x € U’ be a non-zero
vector. If x has more than 2 non-zero coordinates, we show that there is vector y € U’ that is not
zero and has fewer non-zero coordinates. This suffices to reduce to the case considered above.

Assume therefore that x has at least 3 non-zero coordinates. First, by rescaling we may assume
that one of these coordinates is 1. Then, as }_ x; = 0, there exists a non-zero coordinate that is
not equal to 1. By applying a permutation to x we may assume that

x=(1,x2,x3,...,%),
where x; # 1 and is non-zero and also x3 # 0. In this case, also the vector

1
x'= —(x2,1,x3,...,%n),
X2

belongs to U;. Therefore, also

1 1 1
y=x—x"=(0,x2 — x—z,xg,(l— x—z),...,xn(l— x—z)),

belongs to U’ and this vector has fewer non-zero coordinates, yet is not zero (consider its third
coordinate). O

Theorem 3.2.2 (Maschke). Every non-zero representation (p, V') decomposes as a direct sum of irre-
ducible representations.

Remark 3.2.3. We will later prove that such a direct sum decomposition is unique, up to iso-
morphism and re-ordering of the summands. We can now make our goal in this chapter more
precise:

Goal. Classify the irreducible representations of a group G. Find effective methods to determine
the decomposition of a representation into irreducible representations.

Proof. (Maschke’s Theorem) We begin with a lemma that shows that we can always define an
inner product of V relative to which p(g) is a unitary matrix for any ¢ € G.

Lemma 3.2.4. There is an inner product
(,):VxV—=C,
such that
(gv,gu) = (u,v),V¥g € G,Vu,v e V.
(To simplify notation we write gv for p(g)(v).)

Proof. (Lemma) Let (-, ) be any inner product on V. Define,

(0, 1) = ﬁ;gggv,gu).
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The verification that this is an inner product is straightforward and we omit it. To check that p
is a unitary representation relative to this inner product we calculate:

1
(8v.8u) = 35 ) (hgv hgu)
heG
1
= — hov, hu
e hGZG( )
= (o, u),
where we used that when & runs over G so does hg. U

We now get to the proof of the theorem. We prove it by induction on dim(V).

If dim(V) = 1 then V is irreducible and there is nothing to prove. In general, if V is irreducible
there is nothing to prove. Otherwise, V has a subrepresentation 0 # U # V. Let (v, u) be a G-
invariant inner product on V, as in the Lemma. Then

V=Uuou.
We only need to show that
Ut :={veVv:(vu)=0vucU}
is a subrepresentation. Let ¢ € G and v € U*. For any u € U we have
(go,u) = (v,87"u) =0,
because ¢~ 'u € U as U is a subrepresentation. It follows that gv € U-.
By induction,

UZWI@...@WW UL: a+1@"'@9wb,

for some irreducible representations W; of G. Then,
V=UuaU - =W, ---&W,

is a sum of irreducible representations too. O

3.3. The projection on V. Let (p, V) be a representation of G. Let
Ve ={veV:p(g)(v) =0Vgc G}
Then V€ is a subrepresentation on which G acts trivially. It's the space of invariant vectors.

Lemma 3.3.1. Let
1
®) (©) =55 Y. 0(9)(©).
g€G

Then 1 € Homg(V, V) and is a projection on the subspace V.
Proof. As 7 is a sum of linear maps it is certainly a linear map from V' to V. We first show that
Im(7r) € V©. We need to show thatall h € G,v € V we have p(h)(7(v)) = 7(v). Indeed,
p(h) (7(v)) = 75 L (p(h) 0 p(8))(0) = 55 Ly p(h8)(v) = 55 L p(8)(0) = 7(0).

To show 7t is a projection, we need to verify that 7 is the identity on V©. But, for v € V¢ we
have 72(v) = L ¥ p(9)(0) = & £ 0 = v.

Finally, we check that 77 is a homomorphism of representations. As G acts trivially on V¢ this
boils down to verifying that 7t(p(h)v) = 7t(v). We calculate: 7t(p(h)(v)) = ﬁ% Yo p(8)(p(h)v) =

76 L 0(8h)(0) = 56 Lo 0(8)(0) = 7(0). O

The following corollary will be used several times in the sequel:
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Corollary 3.3.2 (Projection Formula). We have
_ 1
4) dim (V%) = 7= 3 xo(8)-
1G5

In words, the dimension of the subspace of invariant vectors is the average value of the character x.

Proof. We have a decomposition,
V = VC @ Ker(r).
In this decomposition we can write
t=Idyc ®0.
Thus, Tr(71) = dim(V©). But on the other hand,

Tr(r) = 1j1G§Tr<p<g>> - ﬁngx,xg).

4. SCHUR’S LEMMA AND ORTHOGONALITY OF CHARACTERS

4.1. The dual representation and the two Homs. Let (p, V) be a representation of G. For
any linear operator p(¢): V — V we have the dual operator p(g)': V* — V*, where V* =
Hom(V, C) is the dual vector space to V. Recall that p(g)" is defined by

0(8) (¢) =pop(g), eV

Further, if {ey,...,e,} are a basis for V and {¢,...,$,} is the dual basis for V (the basis that
satisfies ¢;(¢;) = J;j) then in terms of matrices we have

[0(8) T4 = ([0()]gen)"-
Define the dual representation p*

p*: G = GL(V*), p*(g)=(o(g )"

Proposition 4.1.1. p* is a representation of G and its character satisfies x,« = X,. That is,

X' (&) = X,(8) = xp(g), Vg E€G.
Proof. The proof is easy, but reveals two properties that are very important, and general, and so
we record them here as a lemma.
Lemma 4.1.2. Let (p, V') be a representation of G. Then:
(1) Every p(g) is diagonalizable.
(2) Every eigenvalue of p(g) is a root of unity of order dividing d, where d is the order of g in G.

Proof. Let d be the order of g. As p is a homomorphism p(g)? = p(g?) = p(1g) = Idy. It follows
that p(g) solves the polynomial x? — 1, which is a separable polynomial (i.e., it has distinct
roots over C). Therefore, also the minimal polynomial of p(g) is a separable polynomial and,
consequently, p(g) is diagonalizable. Let’s write

p(g) ~ diag(ay, ..., an),
where n = dim(V') and «; are d-th roots of unity. O
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Note that in general the basis in which p(g) is diagonal depends on g; we cannot, in general,
diagonalize all p(g) simultaneously. However, p(g~!) = p(g) ! is given in the same basis by
diag(ocl_l, ... ,oc;l) = diag(ay, ..., &),

because the «; are roots of unity. Thus,
5) Xp(871) = 2 = xo(8)-
1

To finish the proof of the Proposition it only remains to check that p* is a representation. We
have:

p*(gh) = (p(gh)™")" = (o(h (g™ ") = (p(g™"))" - (o(h 1)) = p*(g) - p*(h).
O

We now discuss “the two Homs” and engage in a very technical calculation. However, the
results will be absolutely essential to proving one of the most important theorems concerning
representations: orthogonality of characters.

Let (p, V), (T, W) be two representations of the group G. We have already defined (all maps
appearing below are understood to be linear)

Homg(V,W) ={T: V >W:Top(g) =1(g)oT, Vg € G}.
We also have the more naive
Hom(V,W) ={T: V — W}.
Proposition 4.1.3. Homg (V, W) is a linear representation o of G, where
o(g)(T) =7(g)oTop(g)"!, T eHom(V,W).

Remark 4.1.4. Note the following:

(1) dim(Hom(V,W)) = dim(V) - dim(W). This can be seen by choosing bases for the two
vector spaces and representing the linear maps as matrices. See also the proof for the
character formula below.

(2) We have the following relationship between the two Homs:

Homg(V, W) = Hom(V, W)C.
(3) Consider the special case where (T, W) = (1, C). In this case
Hom(V,W) = V¥,

and the new representation ¢ we have now defined on it is:

o(8)(¢) =T(8)opop(g™) =gop(g™) =p(g™)"(#) = p"(¢).
Namely, we just get the dual representation again.

Proof. There is actually quite a bit to verify here. We only indicate what should be verified and
leave the verification as an exercise.
e As Hom(V, W) is a complex vector space, we need to verify that for every ¢ € G, 0(g)
is an endomorphism of that space. Namely, that indeed 7(g) o T o p(g~!) is a linear map
from V to W, and that

T 1(g)oTop(g™),
is linear in T. This just establishes that o(g) is a linear map from the vector space
Hom(V, W) to itself.
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e Next, one needs to verify that c(gh) = c(g) o o(h). This shows that we have a multi-
plicative map G — End(Hom(V, W)). But note that since every element in G is invertible
and ¢(1) is the identity map, automatically o(g) is invertible (because o(g) o o(g!) =
o(1) = 1d, etc.). Thus, it follows that we get a homomorphism

0:G — GL(Hom(V,W)).

Theorem 4.1.5. The character X of the representation (o, Hom(V,W)) is given by the formula
Xo = Xt Xp-
Proof. We first find a convenient basis for Hom(V, W). Let
B=A{e,....,ent, C€={f1,-- -, fum},
be bases for V and W, respectively. Let
B ={ef,..., e},
be the dual basis for V*. So, ¢j (¢;) = ¢;; (Kronecker’s delta).
We introduce the following notation: for ¢ € V* and w € W, we let the symbol’
pow
denote the element of Hom(V, W) given by
v $(v) - w.

We quickly check that it is indeed a linear map: We have (¢ @ w)(x101 + a2v2) = ¢(a101 + a2v2) -

w = (119 (01) + a2(02)) - w = @1p(01) - W+ a2p(02) - W = &y - (P @ W) (1) + a2+ (P @ W) (v2).
In particular, we have the maps ¢ ® f;. It turns out that these maps have very simple repre-
sentation as matrices. Using the bases %, ¢, we have an identification

Hom(V, W) = My, (C),

by sending any linear transformation to its matrix representation relative to these bases. Since
we have (¢f ® f;)(es) = 6;cf;, it follows that ef @ f; is represented by the elementary matrix E;;
that has all entries equal to zero, except for the ij entry that is equal to 1:

6:-‘ ® f] <~ Eij-
As every matrix (m;j) € Muxy(C) = Hom(V, W) is equal to }_;; m;;E;j, we find:
Conclusion: {ef ® fj: 1 <i<n,1<j<m}isabasis for Hom(V, W).
We can calculate Tr(c(g)) by finding the action of ¢(g) on this basis. Let us introduce notation:

T(g) = (hip)licy, (&1 = (8i)fi=1-

Then,
”111 ]’l]m 0o ... 0
U(g)(e]* ®f1) = (hl])Elj(gl]) = Cee eee e g]1 cee g]n = (Tab>.
hml oo hmm O oo 0

The matrix on the right has all entries equal to zero except for its i-th row, which is equal to
(81,8j2,- -+, &jn)- The result is a matrix (r,,) whose ab entry is

Tap = huigjb-

IThe choice of notation is not accidental. There is a theory of tensor products that operates in the background, but
we will not discuss it in this course.
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In particular,
rij = hiigjj-
Namely, we have
o(8)(Eij) = Y_ MaigjpEap-
a,b
The contribution to the trace of 0(g) coming from the basis vector e]’f ® fi = Ejj is h;;gjj. Thus,

Te(e(g)) = L higy = (1 hi) (L g7) = Tr(x(8)) - Te(p(g ™),
i, i j

But, we have seen that Tr(p(g7!)) = x,(87!) = X,(g)- Therefore, we conclude that
Xo = Xt Xp-

4.2. Schur’s Lemma. Before proving Schur’s lemma, we establish some general properties of
homomorphisms of representations.

Lemma 4.2.1. For any two representations (p, V), (t,W) of G and any T € Homg(V, W) we have
that Ker(T) is a subrepresentation of V, and Im(T) is a subrepresentation of W.

Proof. Letv € Ker(T) and g € G. We have
T(p(8)(v)) = 1(g)(T(v)) = T(g)(0) = 0.

It follows that Ker(T) is a subrepresentation of V.
Letw € Im(T) and choose v € V such that T(v) = w. Then:

T(g)(w) = 7(g)(T(v)) = T(p(g)(v)) € Im(T).

It follows that Im(T) is a subrepresentation of W. O
Lemma 4.2.2 (Schur). Let (p, V'), (T, W) be two irreducible representations of G. Then
©6) Homg(v, W) = { & (V)= (T W);

0, else.

Proof. Let T € Homg(V,W) and suppose T # 0. Then Ker(T) # V. However, Ker(T) is
a subrepresentation of V and V is irreducible. It follows that Ker(T) = 0 and so that T is
injective. Since V is not zero (by definition), Im(T) # 0 and since W is irreducible, and Im(T)
is a subrepresentation, Im(T) = W. Thus, T is surjective. It follows that T is an isomorphism.
Therefore, if Homg(V, W) # 0 (and V, W are irreducible) we have (p, V) = (T, W).

It remains to show that if (p, V) = (7, W) then Homg(V, W) is a 1-dimensional vector space.
Choose, any non-zero T € Homg(V,W). We saw that T is then an isomorphism. We get an
isomorphism

Homg(V,W) 2 Endg(V), S+ T 1086,
and thus it is enough to prove that
El’ldG(V) = C.
Let then R € Endg(V) and let A be an eigenvalue of R. As A -Id € Endg(V), it follows that
R —A-1d € Endg (V) and it follows that Ker(R — A - Id) is a subrepresentation of V. Since every
eigenvalue has at least one non-zero eigenvector, we have that Ker(R — A -1d) # 0 and, as V' is
irreducible, we must have
Ker(R—A-1d) = V.

This means that R = A - Id. This provides the isomorphism End¢ (V)

1%

C. O
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Remark 4.2.3. Note that the final isomorphism Endg (V) = C can be given by

1

@) = Em(V) -Tr(R).

4.3. The space of class functions. Let G be a finite group and denote by /(G) the class number
of G. It appeared before in §2?. By definition, (G) is the number of conjugacy classes in G.

Example 4.3.1. e If G is abelian, h(G) = #G.
e If G=S5,, h(G) = p(n) (the partition function of n).

A function f: G — C is called a class function if

f(hgh™") = f(g), Vg heG.

Namely, if f is constant on each conjugacy class. We let Class(G) denote the space of class
functions. It is a complex vector space of dimension h(G). If ¢ € Class(G), define a function
¢ € Class(G) by
¢(g) = 9(8)
(where on the right we are simply taking the complex conjugate of ¢(g)).
We make Class(G) into a hermitian space by defining an inner product on it:

1 ]
() := pre g;; $(8) - P(g)-

It is easy to verify that this is an inner product; we leave that as an exercise. We also define
|¢]| to be the non-negative real number satisfying ||¢||*> := (¢, ¢). Our main motivation is the
following key example.

Example 4.3.2. For any representation (p, V') of G, its character x, € Class(G).

Example 4.3.3. Let 1 < r < n be integers. Define ¢,: S, — C by ¢(c) equal to the number
of cycles of length r appearing in the decomposition of ¢ as a product of disjoint cycles. The
function ¢; is a class function.

4.4. Orthogonality of characters. We now come to the theorem making characters into a highly
powerful tool in the study of representations.

Theorem 4.4.1 (Orthogonality of characters). Let (p, V), (T, W) be two irreducible representations
of G. Then:

(1) p 2 7 then (X, x<) = 0.
@) llxpll =1.

Otherwise said, the characters of the irreducible representations of a group G form an orthonormal set in
the space of class functions Class(G).

Remark 4.4.2. We will prove in Theorem 7.1.1 below that, in fact, the characters of irreducible
representations form an orthonormal basis for Class(G).

Proof. Let us write U = Hom(V, W). We have seen that (¢, U) is a representation of G, where
0: G = GL(U), o(g)(T)=71(g)oTop(g™),

and, by Theorem 4.1.5,
Xo = Xt * Xp-
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By Schur’s Lemma,

1, p=71;
dim(U°) = dim(Homg(V,W)) =< '
im (U°) = dim(Homg (V, W) {0, o
On the other hand, by the Projection Formula (Corollary 3.3.2), we have
dim( uG Z Xo(g Z x(g <XerT>-
geG gGG
The theorem follows. 0

Corollary 4.4.3. Let h be the number of irreducible characters of G, up to isomorphism. We have
h < h(G).
In words, the number of irreducible representations of G is at most its class number. (We will see later
that h = h(G).)
The following notation will be used repeatedly. Let

P11,/ Phs
be representatives to the isomorphism classes of irreducible representations of G. More pre-
cisely, we should say, let {(p;, V;) : i = 1,..., h} be representatives to the isomorphism classes of
irreducible representations of G, but this is heavier notation that we will usually avoid. In the
same vain, given a representation (p, V) instead of saying that

(0, V) = (o1, V1) @ - - @ (o1, Vi)™,
we will simply write
pEpy @ Doy
(Here the a; are non-negative integers and the notation (p1, V1) means the direct sum of
(p1, V1) with itself a; times, which is declared to be 0 if a; = 0.) We will also use the notation

di = dim(p:),  Xi = Xp-
Finally, whenever we view p; as homomorphisms
pi: G— GLdl.(C),

we will assume that {p;(g) : ¢ € G} are unitary matrices, which can always be arranged, as we
have seen while proving Maschke’s theorem.

4.5. Unique decomposition. We now prove that the decomposition provided by Maschke’s
theorem is unique.

Theorem 4.5.1. Let p be a representation of G. Then there are unique non-negative integers m; such that
PP D"

Proof. By Maschke’s theorem, such m; always exist. Then, by using the formula for the character
of a direct sum (§2.3), we have

Xp = Zmi " Xi-
i=1

On the other hand, we can use this formula to deduce by orthogonality of characters that

/
(Xpr Xj) = (3 mi- xi xj) = m.

i=1

That shows that the multiplicities m; are determined uniquely by p. 0
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We will refer to the m; as the multiplicity of the irreducible representation p; in p.

~

Corollary 4.5.2. We have an isomorphism (o, V) = (t,W) if and only if x, = Xr. In words, the
isomorphism class of a representation is completely determined by its character.

Proof. One of the first properties of characters we proved was that the character depends only
on the isomorphism class. So, the “only if” is clear. Suppose now that x, = xr, then for every yx;
we have (xp, xj) = (Xt Xj) =: mj. We have seen that then both representations are isomorphic
to p|" @ - - - @ p,", hence to each other. O

5. SOME FURTHER THEOREMS AND EXAMPLES

Before proving some additional “big theorems”, we study some examples and prove some
easier results that will give us a better sense of the whole subject.

5.1. Decomposition of the regular representation. Recall from § 2.2 the regular representation
p"8 of a group G. It is the representation on the vector space C[G] that has basis {¢; : ¢ € G},
and

p" 8 (h)(eg) = eng, Vg h€G.
We have calculated there that

ﬁGI g = 1G/
0, else.

XW®={

Let us now find the decomposition of the regular representation into irreducible representations.
As we have seen, the multiplicity m; of x; is given by

mi = (0%, x)-
This is easy to calculate:

X, i) = ;G LA() %ls) = ;Gx”gug) xi(lg) = d;

where d; = dim(V};), as per our conventions. We conclude the following proposition.

Proposition 5.1.1. We have

h
®) 0% = @l o, X =Y dix.
i=1

Namely, every irreducible representation appears in the regular representation with multiplicity equal to
its dimension.

By calculating the dimensions of both sides in the isomorphism (8), we conclude:

Corollary 5.1.2. We have

) G =Y d7.
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5.2. Criterion for being irreducible. An easy consequence of orthogonality of characters is the
following useful result.

Corollary 5.2.1. A representation (p, V') is irreducible if and only if
xell = 1.
Proof. Let us write
XP = Zmi * Xis
i
for non-negative integers m;. By orthogonality of characters (Pythagoras), we have

Ixoll2 = Y.
1

Thus, ||x,|| = 1if and only if there exists a unique iy such that iy = 1 and all the rest of 0. But
this is exactly the cases where p is irreducible. 4

Remark 5.2.2. A very similar argument gives that ||x,[> = 2 if and only if p is a sum of two

distinct irreducible representations, and that || x,||* = 3 if and only if p is a sum of three distinct
irreducible representations. However, when ||x,||*> = 4 the pattern breaks down, and p could
be either the sum of four distinct irreducible representations, or isomorphic to two copies of a
single irreducible representation.

5.3. Another look at the standard representation of 5S”. We take another look here at the stan-
dard representation of S, n > 2, introduced in Example 3.1.2. Recall that this is an n-dimensional
representation p* of S, whose character x** satisfies

x*"(c) = I(c) = t fixed points of 0.

It is clear that the space of invariant vectors is (C")> = Uj in the notation of that example
and, in particular, dim((C")%") = 1. The projection formula gives another way to calculate this

dimension and we get
1 1
o Y xM(o) = ) Y I(o)=1
oeS, oEeS,
(Note that the latter formula can also be deduced by apply CFFE.) This has the pleasant interpre-
tation that the expected number of fixed points for a randomly chosen permutation is 1.
Let us use the notation T = {1,2,...,n}. Then we can say that

1
)12 = pr Y (# fixed points of  on T)2.

toeS,

lx

Lemma 5.3.1. ||x*||? = 2.
Proof. Consider the action of S, on T x T given by

(i, j) = (o(i), (j))-
It is clear that S, has two orbits on T x T. Namely, {(i,i) :i € T} and {(i,j) : i # j € T}. On the
other hand, ¢ fixes (i, j) if and only if ¢(i) = i and ¢(j) = j. Thus,
t fixed points of ¢ on T x T = (4 fixed points of o on T)>.
We apply the CFF to the action of S, on T x T to conclude that

_ 1 , - _ 1 , - 2 _ (| std)2
2—a;jﬁﬁxedpomtsofaonTxT—m;(ﬁ fixed points of o on T)* = ||x*||".
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std

As we have seen, this implies that p*¢ is a sum of two distinct irreducible representations

(Remark 5.2.2). But, we also know that

pstd —1 ®pstd,0.
Therefore, we conclude that p***? is irreducible. This argument is a much more elegant, I think,
than the proof we previously gave.

5.4. The character group G* and twisting. Recall from §2.1 the set
G* =Hom(G,C"),
which is group under

(¢1-92)(g) = $1(8) - P2(8)-

For a 1-dimensional representation there is no difference between the representation and its
character. The following properties are not hard to prove and the details are left as an exercise:

(1) We have a canonical isomorphism
(G1 X+ xGy)"=G] x---xG,.
It is given by
fr= (fley - fla),
where we identify G; with {1} x --- X G; x - - - X {1}. The inverse isomorphism is given
by
(frr-wifa) = frx o X fa,
where
(fr > X fa) (81, 8a) = f1(81) f2(82) - - - fa(8a)-
(2) We have a canonical isomorphism G* 2 (G*)*.
(3) We have a canonical isomorphism
(Z/nZ)* = uy,,

where y, = {e/?™/" . j = 0,1,...,n — 1} is the multiplicative group of n-th roots of

unity in C. (Don’t confuse (Z/nZ)* with (Z/nZ)*.) The isomorphism is given by
fr=fQ) € pn,

and

(= fe(@/nz),  f(a):=10"

As every finite abelian group is isomorphic to a product of groups of the form Z/nZ, we have
a method to determine G* for any finite group G:
e Calculate G*. Any f: G — C* induces an element of G*, i.e., fom, wherem: G — G
is the canonical homomorphism. All multiplicative characters of G arise this way.
o Write G =2 Z/mZ x - - - x Z/n,Z. Use that (Z/mZ x - -- X Z/n,Z)* = (Z/mZ)* x
X (Z/nZ)* .
e Use the identification (Z/nZ)* = u,.

In particular, we conclude that if G is a finite abelian group then
1G = 4G = h(G).

Even better, we can conclude the following corollary of unique decomposition. (For another
proof, see the exercises).
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Corollary 5.4.1. Every irreducible representation of an abelian group G is 1-dimensional and there are
#G of them. Every n-dimensional representation of G is isomorphic to a representation of the form

a1(g)
0:G = GL,(C), g ,

tn(8)
for some a; € G*.

5.5. Twisting. Let (p, V) be a representation of G and let a: G — C* be a 1-dimensional repre-
sentation of G. Then Hom((a,C), (p, V)) is a representation of G of the same dimension and its
character, by Theorem 4.1.5, is just

Xp - &
Asa: G — C* is likewise a 1-dimensional representation, we conclude that also x, - « is a char-
acter. We call the operation x, +— X, - « twisting the representation p by the character a. We
proved the first part of the following proposition.

Proposition 5.5.1. For any character x of G and any 1-dimensional character « of G, also x - a is a
character. Moreover, if x is irreducible, so is x - «.

Proof. 1t is not hard to give a direct simple proof of the second part, but let us use characters
instead. We have

Il = 55 Exle)(@a(e)x(s)
8

However, because « is 1-dimensional, a(g) is a root of unity and we find
1 _
Ixed® = 25 Lx(@)x() = llxll* = 1.
1G 3

Thus, by Corollary 5.2.1, x is irreducible. O

Remark 5.5.2. 1t is possible that x -« = x even if « # 1. In fact, this happens quite often, for
example in cases that G has a unique irreducible representation of a given dimension. Nev-
ertheless, in general, twisting by 1-dimensional characters is a very useful method to get new
irreducible representations from known ones.

6. CHARACTER TABLES

The character table of a group G is one of the best ways to get insight into the structure of G
and its action on vector spaces. There are whole books written on this subject.? In this section we
will study various properties of the character table. Our treatment is by no means exhaustive,
or complete (we will mention a few properties that we will not prove).

The characters table of G has rows for every irreducible representation of G, and columns for
every conjugacy class of G. We reserve the first row for the character 1 and the first column
for the conjugacy class of the identity (often we will write a representative element for each
conjugacy class, and indicate below the conjugacy class how many elements it contains). The
table entry corresponding to a character x and a conjugacy class ¢ is just x(c). By that we mean
x(x) for any x € c; the choice of x doesn’t influence the value x(x). So, for example, the character
table of S3 is the following:
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1](12) | (123)

1 3 2
xi=1]1] 1 ] 1
X2 1 -1 1
X3 2] 0 | 1

TABLE 1. Character table of S3

We see the three representatives 1, (12), (123) to the distinct conjugacy classes of Sz and their
sizes indicated by 1,3,2. We see 3 irreducible characters. The first one is the trivial character 1,
the second is the sign homomorphism sgn: S3 — C*, and the third is the character x*4.

We will usually use the notation yx; for the rows and c; for the columns. We use the notation
introduced before: yx; is the character of the irreducible representation p; that has dimension d;.

6.1. First properties of the character table.

Theorem 6.1.1. The character table of G has the following properties:

(1) The number of rows equals to the number of columns.

(2) The sum of the squares of the entries of the first column is the cardinality of the group.

(3) The number of rows with 1 in the first column is equal to §G°.

(4) Every entry in the first column is an integer dividing §G.

(6) The “weighted” inner-product of distinct rows is 0. The weighted self-product of a row is equal
to §G (here the weights are the cardinality of conjugacy classes).

(6) The “weighted” sum of the rows is the vector (§G,0,...,0) (here the weights are the dimensions
of the representations).

The proof consists of references to theorems we proved, or will prove shortly.

Proof. (1) is the statement that the number of irreducible characters & is actually equal to h(G).
We mentioned this before and will prove it in Theorem 7.1.1 below.

(2) is Corollary 5.1.2: G = Z?:l d?

(3) states the the irreducible characters of dimension 1 are 1-dimensional characters g — C*,
and #G* = #(G")* (Lemma 2.1.1).

(4) is a theorem we will not prove because it requires some notions from algebraic number
theory, but it is useful to know.

() is just orthogonality of characters (Theorem 4.4.1). If we use the fact that characters are
class functions, we may write

1 &
er?(] ZX: g ﬁG Z’Q’ Xi CZ)X](CZ)
geG
We find that if i # j then the weighted inner-product of the rows, Y1 ; |c;|x:(ci) Xj(ci), is equal
to 0, and if i = jitis equal to {G.
(6) is just a restatement of the decomposition of the regular representation: X" = Y, d;x;
(Proposition 5.1.1). U

For example: I. Martin Isaacs, “Character Theory of Finite Groups”, Dover 1994.
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6.2. Examples of character tables.

6.2.1. The character table of Z/nZ. Recall that every irreducible representation of an abelian
group is a multiplicative character and that we have

(Z/nZ)" = py.

We usually denote the corresponding characters py, ..., p,—1 in this case, because if we let { =
e2™/" then we have

pi(a) = ™.

(This notation is slightly in odds with the usual convention of denoting the irreducible charac-
ters of a group G by x1, ..., x».) We find the following table

o] t | 2 | |mn-t]
po=1]1] 1 T J..] 1
P1 1] ¢ g gt
o 1 ¢ )
;)n—l 1 é'n—l CZ(n—l) g(n—l)2

TABLE 2. Character table of Z /nZ

Note that property (6) in Theorem 6.1.1 gives us the very useful fact in complex analysis: For a
root of unity { of order n, we have Y| ¢ = 0 for every a # 0(n).

6.2.2. The character tables of (Z./2Z)?, Z/3Z x Z./5Z and (Z/3Z)>. Multiplying two copies of
the character table of Z /27 we find

| (0,0) | (1,0)[ (0, 1) [ (1,1) |

[0] 1] 0]1|  TWxm [ 1 1] 1]1
T (1)1 >< (1|1 — I xp 1 1 -1 -1
p1[1]-1 p1[1]-1 pix1 | 1 | -1 | 1 |-

P1 X P1 1 -1 -1 1

TABLE 3. Character table of (Z/27)?

Similarly, for any abelian group G = Z/mZ x - - - X Z/n,Z we can multiply the character
tables for each Z /n;Z to find the character table of G. This rests on our results

G"'=Z(Z/MZ) X X (Z/NZ)" = phpy X -+ X Un,,

and the concrete description of the character table of Z/nZ.

It is not efficient to use this method for G = Z/3Z x Z/5Z because by CRT we have G =
Z./15Z which is a cyclic group for which we already have a nice description. But, for example,
for the case G = (Z/3Z)? it is useful, and we find the following 9 x 9 table (w = €2/3):
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1 00)|... |(L,2)]|... | (ab) |
1x1 1 1 1
0] 1]2] 0] 1]2] :
111X T[0T ]| = pxp| 1 o2 o2
p1]1| w | w? p1]1| w | w? .
2 2 :
p2|1|w” | w p2 |1 w* | w pixp | 1 wi+2i it

TABLE 4. Character table of (Z/3Z)?

6.2.3. The character table of S3. We have h(S3) = p(3) = 3 and so there are 3 conjugacy classes
and we take as representatives 1, (12), (123). Their sizes are 1,3, 2, respectively. We have

S8 = 83/ A3 = Z/2Z,
and, in fact, we know two 1-dimensional characters: 1 and sgn. As we must have
853 =6=1"+1"+x%,
we conclude that the remaining irreducible representation of S3 is 2-dimensional. We happen

to know such a representation, namely, p*% and its character x*'*° whose value on a permuta-
tion ¢ is the number of fixed points of o minus 1. We therefore find the following table:

1](12) ] (123)
1 3 2
xil1] 1 | 1
|1 1| 1
312 0 | -1

TABLE 5. Character table of S3

Remark though that we didn’t really need to use our “lucky break” of knowing before-hand an
irreducible 2-dimensional representation. We could have solved for the remaining character:

1
X3 = E(x”g —X1—X2)

(Theorem 6.1.1).

6.2.4. The character table of Dy. It requires some calculations but one find that
Dy ={1,x*}, D{ ={1,%7 %y},
and that every element of D4 has order 2. Thus,
DY =7/2Z xZ/2Z, x+ (1,0),y — (0,1).
We also calculate “by hand” the conjugacy classes and find that they are given by
o ={1}, a={xx7"}, s ={"}, ca={yyx’}, s = {yxyx'}.

There isn’t a really quick way to do that, but one can note that since (x) is a normal subgroup,
conjugacy classes are either contained in it, or disjoint from it. At any rate, we now know
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that Dy has four 1-dimensional representations, “lifted” from (Z/ 2Z)2. That is, if x is an irre-
ducible character of (Z/2Z)? and f is the composition Dy — D3’ — (Z/2Z)? then x o f is an
1-dimensional character of Dy. In addition, D4 has one more irreducible representation and its
dimension x satisfies
8 =1Dy =12 +124+12+ 1% + 22

It follows that we are missing a 2-dimensional representation. Note that we can solve for the
missing character, say ), using the result on the sum of the rows of the character table, but it is
also natural to wander whether the missing representation is provided by the action of D4 on
the plane (the action inducing the action of Dy on the square). In this representation p, the
action of the representatives for conjugacy classes is given as follows:

=), x=(a"), y=("), @=(T0), w=(47)

We can now write the character table of Dy. The last row is x?' = Xopts which is indeed irre-

ducible because || x*!|| = 1.

1| x|y |xy]|a?

1 2 2 2 1
1 111 (1]111
ppxT [1]-1]1|-1|1
ITxpy [1]1]-1]-1]1
prxpr | 1(-1]-111 |1
P 2/0[0]0 -2

TABLE 6. Character table of Dy

Here is an application. The composition p defined by
std

Ds——Si -~ GL4(C),

(where the first arrow is the natural inclusion of Dy into S4, x +— (1234),y +— (24)) is a 4-
dimensional representation of Dy. It is a bit hard to understand this action. In terms of matrices

2000 6009
x:(moa/y:<wlo-
0010 0100

However, we can decompose p into irreducible representations. A calculation gives

Ko 1) =1 1 x 1) =1, (xpx") =1
This tells us that
pPEL® (01 x 1) @ !,
That means that there is another basis for C* in which the representation has the form

10 00 1000

Y _ (0100

x—<0001>fy—<mm>-
00 -10 000 1

And a general element ¢ of Dy will act by a matrix of the form

10 0
0£1 0 ).
00 p(g)

It is much easier now to understand the action of Djy.
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6.2.5. The character table of S4.

Here is a general principle. Let f: A — B be a homomorphism of groups. Let p: B — GL(V) be
a representation of B. Then p o f is a representation of A and its character is simply

Xpof = Xpo f: A—C.
In fact, we have used it several times before in the situation G — G% — C* to lift 1-dimensional
characters of G% to G.
Now, if f is surjective and p is irreducible then also p o f is irreducible. Indeed, suppose that
U C V is a subrepresentation of p o f. That is, for all a € A we have p(f(a))(U) C U. Then,

as f is surjective, it follows that for all b € B we have p(b)(U) C U. It follows that U is a
subrepresentation of pandsoU =0or V.

Let us use this for the surjective homomorphism f: S4 — S3, whose kernel is K, the Kline group.
We have studied this homomorphism before. Using it, we can lift the characters of Sz to Sy,
and so we easily find the first 3 rows of the character table of S;. (The conjugacy classes of S,
correspond to the cycle type of permutations and that gives us the columns’ labels.) As there are
5 conjugacy classes, there are two additional irreducible representations. We know one of them,
p**%0, and we get the last row as either the twist p**? - sgn, or by solving the equation where the
sum of the rows with multiplicities is equal to the vector (24,0,0,0,0). At any rate, we find the
following.

1] (12) | (123) | (1234) | (12)(34)

1 6 8 6 3
1 1] 1 1 1 1
sgn 1) -1 1 -1 1
X30f 2] 0 -1 0 2
X0 3] 1 0 -1 -1
X0 sgn | 3] -1 0 1 -1

TABLE 7. Character table of Sy

6.2.6. Character table of A4. The representatives for the conjugacy classes are 1, (12)(34), (123), (132).
There are therefore 4 irreducible representations. As A4/ K is of order 3, it follows that A4 /K =
Z/3Z and that K O A). As A4 is not abelian, A} # {1} and so contains some element of cycle
type (2,2). But those form a single conjugacy class and A}, is normal. It follows that A} = K.

We conclude that there are 4 irreducible representations, of which 3 are 1-dimensional, and
the last is 3-dimensional (as A4 = 1% + 1% + 1% + x? only allows x = 3). Using the result about
the sum of rows we find the following character table:

1] (123) | (132) | (12)(34)
1 4 4 3
1 |1 1 1 1
x1]1| w w? 1
x| 1] «? w 1
X |3 0 0 -1

TABLE 8. Character table of Ay



26 REPRESENTATIONS OF FINITE GROUPS

It turns out that the last character is just x*%°| 4,. This is no coincidence. One can prove that for
n > 4 the representation p**%0| ; is an irreducible representation of A, (Exercise ??).

6.3. Orthogonality of columns. In this subsection we show that the columns of the character
table enjoy an orthogonality property. We begin with some renormalization device to make the
argument more transparent, hopefully.

For every character x of G (or even for every class function f), we define a vector v, € ch,
where h = h(G) is the number of conjugacy classes of G. Let ¢y, ..., ¢, be the conjugacy classes

of G, and let
. |ta /ﬁ ch
( fTG - x(c1) ﬁG

The point of this construction is that for every two characters x, ¢ (or even any two class func-
tions) we have
) = (ox,vy),

where the inner-product on the left is the inner product of class-functions, and the inner-product
on the right is the usual inner-product in C". In fact, we have already noticed something very
similar — see the proof of part (5) of Theorem 6.1.1.

Let x1, ..., xn denote the irreducible characters of G. It follows that the rows of the following
matrix are orthonormal:
%

v)(z

v
Xh

But this implies that the columns of the same matrix are an orthonormal set too. Namely, for

any two conjugacy classses c,, ¢, we get that

Z\/i@\/i@ Xi(ca)Xi(co) = Oap-

Note that §(G)/#(c,) = #Cent(x) for any x € C,. Therefore, we conclude the following.

Proposition 6.3.1 (Orthogonality of columns). We have the following orthogonality properties of the
columns of the character table.
(1) If ¢, # cy are conjugacy classes then the product of the c, column with the c;, column is 0. To be
precise:

h
Y xi(ca)xi(cy) =0.
i=1
(2) For every conjugacy class c, the norm of the c, column is the cardinality of its centralizer. That
is,

h
Y Ixi(ca)|? = tCent(x), x € cy.
i=1

It follows that we can use the entries of the character table, more specifically we can use the
second part of the proposition, to figure out the size of conjugacy classes. We record it as a
corollary.

Corollary 6.3.2. The character table determines the size of the conjugacy classes.
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7. THE IRREDUCIBLE CHARACTERS FORM A BASIS FOR CLASS(G)

In this section we fill a gap and prove that the irreducible characters of a group G form a basis
for Class(G). Nothing prevented us from proving it sooner; it just seemed more useful to see
some examples before developing the theory further.

7.1. Irreducible characters form a basis.
Theorem 7.1.1. Let G be a group and let x1,. .., xy, be its irreducible characters. Then
{xv - xn}
is an orthonormal basis for Class(G).
Proof. We begin with a lemma that constructs endomorphisms of representations.
Lemma 7.1.2. Let (p, V') be a representation of G and let w a class function. Then the linear operator

T=T,= an(g)p(g> € Endg(V).
g€

Proof. The fact that T is a linear operator is clear, because «(g) are scalars and T is the sum of
the linear operators a(g)p( g). The point is that it commutes with p. We have

p(hyoTop(h) ™' =Y a(g)p(hgh™) =Y a(hgh " )p(hgh™").
geG geG

The last equality is true because « is a class function. Now, ¢ — hgh~! is a bijection of G (even
an automorphism) and hence

p(h)yoTop(h)™ =Y a(hgh™Hp(hgh™) =Y a(g)
8€G g€G

O

We know already that {x1,..., x»} are an orthonormal set. To prove they form a basis we
need only show for B € Class(G),

(xi,B) =0,YVi = Bp=0.
Let « = B. It will of course be enough to prove a = 0.

Let (p, V) be an irreducible representation. We claim the the operator

T, =) a(g)p(g) € Endg((p,V))

g8€G
is actually the zero operator. By Schur’s Lemma, we have Endg((p,V)) = C under the map
T — di%(\/)Tr(T) (Equation (7)). If we apply to T, we find that
1
W Z n(g Z Xp = ﬁG<XP/:B> =0.

gcG 8cG

And therefore Tp =0.
Note that the construction

o= T, =Y a(g)p(g)
geG
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commutes with direct sums. Thus, we may conclude that for any representation (p, V') of G we
have T, = 0. In particular this holds of the regular representation. That is, we conclude that
Ygec a(g)p"8(g) is the zero operator on C[G]. In this case, we must have

Y «(8)p™(8)(e1) =0,

g€G

where e; € {e; : ¢ € G} is the basis vector indexed by the identity element of G. However,

Y a(g)p"(g)(er) = Y a(g)es.

8eG 2€G

As {e,} is a basis, it follows that a(g) = 0 for all g € G, as we wanted to show. O

7.2. Even more properties of the character table. We organize together all the properties of the
character table we have seen, implicitly or explicitly.

Theorem 7.2.1. Let G be a group with class number h. Let {x; : i = 1,...,h} be its irreducible
characters, d; = dim(x;) = xi(1), and let {c, : a =1,..., h} be the conjugacy classes of G. We assume
always that x1 = 1 and c; = {1,}.
The character table of G has the following properties:
(1) The number of rows equals to the number of columns.
(2) The sum of the squares of the entries of the first column is the cardinality of the group.
(3) The number of rows with 1 in the first column is equal to §G°.
(4) Every entry in the first column is an integer dividing §G.
(6) The “weighted” inner-product of distinct rows is 0. The weighted self-product of a row is equal
to §G (here the weights are the cardinality of conjugacy classes).
(6) The “weighted” sum of the rows is the vector (§G,0,...,0) (here the weights are the dimensions
of the representations).
(7) For any two columns cg, ¢, we have

Xi(ca)Xi(cy) =0, a #b,

M=

and
I
Y Ixi(ca) [P = |Cent(x)], x € ca.
i—1

(8) If xi(ca) = a then x;(c, ') = & where c; ! is the conjugacy class {x~1 : x € c,}. In particular,
the set of entries of the character table is closed under complex conjugation.
(9) If xi is 1-dimensional and x; is any other irreducible character, then x; - x; = X for some
irreducible character xy (possibly equal to x;).
(10) |xi(g)| < xi(1), with equality if and only if p;(g) = « - Id for some root of unity w.
(11) If ¢, # cp then there is some character x; such that x;i(c,) # xi(cp)-

Proof. We have already proved properties (1) - (6) in Theorem 6.1.1 (only that now we have really
proved (1)). Property (7) is the orthogonality of columns proven in Proposition 6.3.1. Property

(8) was also mentioned before: we have seen that x;(x~!) = x;(x) (Equation 5). Property (9) is
of course the twisting operation we have studied in § 5.5. Property (10) follows from the fact
that x;(g) is a sum of d; roots of unity and the absolute value is equal to d; if and only if they
all point in the same direction. The last property follows from the fact that the {x;} form a basis
for the class functions and so for any given ¢, # c; a suitable linear combination of them should
have value 1 on ¢, and value 0 on c;. This is only possible if for some i, xi(cs) # xi(cp)- O
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Character tables have even more properties. We mention an additional one, which is a theorem
of Burnside, just because it is so easy to state. We will not use it in this course: If d; > 1 then x;
takes the value O for some conjugacy class.

8. USING THE CHARACTER TABLE TO FIND NORMAL SUBGROUPS

We will now see a beautiful application of character tables for the calculation of all normal
subgroups of a group G.

8.1. Normal subgroups and character kernels. Let (p, V) be any representation of G with char-
acter . Define

Ker(x) :={g € G:xp(8) = x(1)} = {8 € G: xp(g) = dim(V)}.
Lemma 8.1.1. We have
Ker(x) = Ker(p),
and so Ker(x) is a normal subgroup of G.
Proof. Let ¢ € Ker(p) then p(g) = Idy. Then, x(g) = Tr(Idy) = dim (V) and thus g € Ker(x).
Conversely, let ¢ € Ker(x) and d = dim(V). As x(g) is a sum of d roots of unity (which are

the eigenvalues, with multiplicity, of p(g)), the only way this sum can be equal to to d if all these
roots of unity are 1. This implies p(g) = Idy. O

In particular, if x1, ..., x;, denote the irreducible characters of G, as per our usual notation, we
have the normal subgroups
Ker(x;), i=12,...,h.
Note that these subgroups can be written as a union of conjugacy classes, given the character
table of G.

Lemma 8.1.2. Let x be a character of a representation (p, V') of G. Suppose that
X= ZaiXi/
iel
forasubset I C {1,2,...,h} and positive integers a;. Then,
Ker(x) = NierKer(x;).
Once more, note that this can be calculated effectively from the character table of G.

Proof. We have
x(1) = Zﬂz’Xi(l)-
iel
If ¢ € Ker(y;) for every i, then
X&) =Y aixi(8) = Yaix(1) = x(1),
i€l i€l
and so g € ker(yx).
Conversely, if ¢ € ker(x) we have

x(1) = x(g) = Y aixi(g) = Y_aixi(1).
i€l i€l
Since the a; are positive integers and |x;(g)| < xi(1), the only way the last equality can hold is
if xi(g) = xi(1) for every i € I. Namely, if ¢ € Ker(yx;), foralli € I. O

Lemma 8.1.3. Any normal subgroup N<IG is of the form Ker(x) for some character x.
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Proof. Let H = G/ N and consider the composition

reg

G—ZXG/N=H-".GL(C[H]).

Let p = p} o 7. Since the regular representation p}° of H is injective, we have Ker(p) =

Ker(7t) = N. Therefore,
N = Ker(xp).

We summarize our discussion in the following theorem.
Theorem 8.1.4. Let x1,..., xn, h = h(G), be the irreducible characters of G. Let
N; = Ker(x;).
Any normal subgroup N of G is of the form
N = NjerKer(xi),
for a suitable subset I C {1,2,...,h}. And, conversely, any such intersection is a normal subgroup of G.

Remark 8.1.5. The whole point is, of course, that we have a practical easy method to find all the
normal subgroups of a group G from the character table. Note, also, that the theorem implies
that any proper maximal normal subgroup of G is of the form Ker(;) for some i (although, the
converse is not true; Ker(;) is often not a maximal normal subgroup).

Example 8.1.6. We illustrate the theorem using the character table of A4. Recall that it is given
by the following table, where in the last column we indicated the kernel of the character.

11 (123) | (132) | (12)(34) || Ker
1 4 4 3
1 1 1 1 1 As
x1]1l| w w? 1 K
x| 1] «? w 1 K
X |3 0 0 -1 {1}

TABLE 9. Character table of A4

We conclude that A4 has only one non-trivial normal subgroup, which is K.

8.2. Recognizing the commutator subgroup. Given a group G we have several normal sub-
groups canonically associated to it. For example, the commutator subgroup G’ and the centre
Z(G). In light of Theorem 8.1.4, it makes sense to ask how to construct them from the character
table. For the center, this is just the union of all conjugacy classes of size 1. For the commutator
subgroup we have the following proposition.

Proposition 8.2.1. We have

G'= () Ker(x).
X 1-dim. char.



REPRESENTATIONS OF FINITE GROUPS 31

Proof. Suppose that g € G’ and p is a 1-dimensional representation, then p(G’) = 1 (and so, as
we have used several times before, p factors through G*). Thus, G’ C My 1-dim. char. Ker(x)-

Suppose now that ¢ ¢ G’ and denote § its image in G*°. Then ¢ # 0 (the identity element of
the abelian group G“?). Write

GV 2 Z/mZ X - X Z/n,Z.

Then § = (g1, .., 8a) and assume without loss of generality that g; # 0.

Let { = ¢¥™/™ and p the multiplicative character of Z/n;Z given by p(a) = {*. Then,
px 1 x---x1is a multiplicative character of G and hence, through G — G, also of G.
We have

(o x W xW)(g) = (o x Wx--- xW)(g) = p(g1) = ¢& # 1.
Thus, § € Ny 1-dim. char. Ker(x), and the proof is complete. O

9. SOME MORE EXAMPLES OF REPRESENTATIONS

In this section we consider two more examples of representations, more difficult that we con-
sidered thus far.

9.1. The character table of the Frobenius group F». The Frobenius group F is the group
Z./5Z % (Z/5Z)".
Recall that (Z/52Z)* = Aut(Z/52Z) and the semi-direct product is taken relative to the identity
map (Z/5Z)* — Aut(Z/5Z). The group law is very simple,
(Tll, bl)(}’lz, bz) = (1’11 -+ b11’l2, blbz), ni € N := Z/57, bi € B := (Z/5Z)X.

The Frobenius group can be realized into other ways:
(1) As a group of matrices

{(*®):beZ/5Z2",neZ/5Z},

with multiplication

(bl 7111) (bz Vllz) — (b1b2 n1+1blﬂ2)_

(2) As the subgroup of S5 given by
((12345), (2354)).

The isomorphism of F»y with the group of matrices is evident. For the realization as the subgroup
of permutations, we send
(12345)" — (n,1), (2345) — (0,2).
Because
(2354)(12345)(2354) 1 = (12345),
and (0,2)(1,1)(0,2)"! = (2,1), it follows (with some additional arguments) that we have an
isomorphism ((12345), (2354)) = F.

Next, we calculate the conjugacy classes of Fy. For elements of N, conjugation by N is trivial
and so by conjugating by elements of B we get the full conjugacy classes (using that F,90 = NB).
We have the formula

(0,b)(n,1)(0,b71) = (bn,1).

We find two conjugacy classes:
a={(0,1)}, a={(1):i=1,234}.
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Likewise, when we conjugating elements of B by B is trivial and so we will get the full conjugacy
classes of elements of B by conjugating them by elements of N. We have the relation

(n,1)(0,b)(—n,1) = ((1 —b)n,b).
For b = 2, 3,4, we get the conjugacy classes
2 ={(,2):0<i<4}, c3={(,3):0<i<4}, ca={(i,4):0<i<A4}.

We see that we already accounted for all the elements of the group. Therefore, F5y has 5 conju-
gacy classes (of sizes 1,4,5,5,5).

Note that Fp0/N = B = (Z/5Z)*, (n,b) — b. As Fy is not abelian, and N has no non-trivial
subgroups, it follows that N = Fj, and Fst 2 (Z/5Z)*, which is cyclic group of order 4 with
generator 2.Thus, F>g has precisely 5 irreducible representations, 4 of which are 1-dimensional.
Therefore, as the size of the group is the sum of the squares of the dimensions of the irreducible
representations, the remaining irreducible representation is 4-dimensional. We can find its char-
acter x4 by using that the weighted sum of the rows of the character table is the regular repre-
sentation. (The notation is chosen so that the first 4 characters have notation that agrees with
the notation we used for cyclic groups.)

a an Co C3 C4q
1 4 5 5 5
0,1)](1,1)](0,2)](0,3)(0,4)
xXo=1 1 1 1 1 1

X1 1 1 i —1i -1
X2 1 1 -1 -1 1
X3 1 1 —i i -1
X4 4 -1 0 0 0

TABLE 10. Character table of Fg

It is not hard to check that under the realization of F, as a subgroup of Ss in fact x4 = )(s“w] Fyo-
Cf. Exercise 9.1.1.

Exercise 9.1.1. Fine the character table of Z/pZ X3 (Z/pZ)* for p > 2 prime.

9.2. Monomial representations. Consider a finite group G acting on a non-empty set S. Con-
struct a vector space V with basis {e; : s € S}; we have dim(V) = #S. There is a natural
representation
p: G —=GL(V), p(g)(es) = egus.

Such representations are called monomial.

In fact, we have already seen at least two instances of this construction. When S = G, and G
acts by left multiplication, we get V = C[G] and p = p"8. When G = S,,and S = {1,2,...,n},
we get V = C" and p = p*%. As in these cases, it is easy to check that

Xo(g) = I(g) = 4 fixed points of g in S.

Applying CFF and the projection formula, we get
(10) Y xp(g) =t orbitsof Gin § = dim(V©).

1
ﬂG geG
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One way one may get such actions, is by choosing a subgroup B < G and letting S = G/B,
the set of left cosets of B in G (in fact, any set S on which G acts is a union of such examples).
The representation is called the coset representation, which explains the name we have been
using for the action of G on S throughout the course.

To make the situation even more specific, assume that
Therefore, G = NB, NN B = {1}. Then,

G/B={nB:n e N}.
We check that gnB = nB < ¢ € nBn~!. But,

nBn~! = {(n,1)(1,b)(n"",1) : b € B} = {(n¢y(n)"',b) : b € B}.
If ¢ = (n1,b) € nBn~! it means that ¢ necessarily equals to (me(”) ',b) for some n. We

conclude that
x((n1,b)) = I((n1,b)) = #{n € N : ny = ngy(m) "'}

Continuing with a general analysis will require making more assumptions on ¢. Instead, let us
take the case of Fxg = Z/5Z x4 (Z/5Z)*. Here, n; = n¢y,(n) ! is written in additive notation
and the condition is n; = (1 — b)n. Now,

e if b # 1 there is a unique solution to the equation n; = (1 — b)n.

e if b =1 and n; = 0 there are 5 solutions to the equation n; = (1 —b)n.

e if b =1 and n; # 0 there are no solutions to the equation n; = (1 — b)n.

We conclude that the character x has the values x(a1) =5, x(a2) =0, x(c2) = x(c3) = x(ca) = 1.
Therefore,

X = X4+ Xo,
and that tells us how the representation decomposes. Incidentally, note that the action of F>g on
the 5 cosets of B gives us the inclusion F,g C S5 we used before.

9.3. A combinatorial application. Let G be a finite group acting transitively on a finite non-
empty set S. Let

= {g¢ € G : g has no fixed point in S}.
Gy is a subset of G, not a subgroup. We proved before (Proposition ??) that if §X > 2 then

1Go > 1.

Theorem 9.3.1 (Cameron-Cohen).
1G
1Go > X

Proof. Let I(g) = x(g) be the number of fixed points of g in S, where x is the character of the
monomial representation of G coming from S.
Compare the proof of the following lemma to the proof of Lemma ??. It is really the same.

Lemma 9.3.2. We have

GZX

geG

Proof. Consider the action of G on the set S x S, ¢(a,b) = (g(a), g(b)). The class function x?
is the character of this representation and the dimension of the space of invariant vectors is
ﬁ% YgeG x*(g), which is equal to the number of orbits of G in S x S by Equation (10). To prove
the lemma we only need to show that there is more than 1 orbit. And, indeed, one orbit is the
diagonal {(s,s) : s € S} and, since ||S|| > 2, there must be at least one more orbit. O
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Let n = #S. Note that for ¢ ¢ Gp we have 1 < x(g) < n and therefore
1

© L (x(s)=Dix(s)—m <0.
g€G—Gp
Therefore,
! < 1 1 _ ﬁGO

o D09~ Dx(s) =) < g5 32 (xls) ~Datg) —m) = - 52

On the other hand,
ﬁng;;(x(g) “1)(x(g) —m) = ﬁng;; (g) — (n+ ”ﬂlcg;c, )+ ﬁlcgezc )
>2—-(n+1)+n=1

Combining the two inequalities, the theorem follows. 0

J.-P. Serre used this in proving the following theorem in number theory.

Theorem 9.3.3. Let f(x) € Z[x] be an irreducible polynomial of degree n. The density of prime num-
bers p (in the set of all primes) such that f has no root modulo p is at least 1/n.

Example 9.3.4. If we take the most simple non-trivial situation f(x) = x% + 1, the theorem states
that for at least 1/2 the primes f has no zero modulo p.

On the other hand, f has a zero modulo p if and only if —1 is a square modulo p. As —1 has
order 2 modulo p (if p > 2), this happens if and only if there are elements of order 4 in Z/pZ*.
Using that Z/pZ* is a cyclic group of order p — 1 we see that this is the case if and only if p = 1
(mod 4). Thus, we conclude that the density of primes of the form 4k + 3 is at least %.3

10. INTRODUCTION TO FOURIER ANALYSIS ON FINITE GROUPS.

In this section we are following the fantastic book by P. Diaconis, “Group representations in
probability and statistics” and if you find the following sections interesting, I very much recom-
mend reading it; you should have essentially all the prerequisite knowledge for reading much of
the book. Before commencing, let us mention that the theory of Fourier transform for groups has
many applications for other branches of science (computer science, chemistry, physics, electrical
engineering), and even within mathematics to many branches besides probability and statistics.

10.1. Convolution. Let G be a finite group. Let
C(G,C)={f: G—C},

be the vector space of complex-valued functions on G. It is of course just the vector space C[G]
we used many times before. A function f defines an element }_, f(g)[g] of C[G], and conversely.
It has dimension £G.

For ¢ € G define the delta function §;: G — C by

5e(x) = {1' §=x

0, else.

This function corresponds to [g] € C[G]. The collection {J, : ¢ € G} is a basis for C(G,C).

31t is known to be precisely 1/2.
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We define the convolution of two functions f,g € C(G,C) as

(f*g)(x) = ) flas™Hg(s)-

seG

Note that for a non-abelian group in general f * g # ¢ * f. In fact, convolution is just the product
in the ring C[G]; if we write an element of C[G] as ), a,[g], where a; € C, then

(aglg]) + (L bglgl) = Y (ag +bo)[8],  (Qaglgl) (Y obglg]) = Y (3 ags1bs)[g]-
8 8 g 8 8§ s

8

And so, it is clear that C(G,C) is a ring under addition of functions and convolution, with
identity element ;. For the same reason, the following two properties are evident, nonetheless
we prove the first in the language of convolutions.

° (58*5;, = (Sgh.

i f = ng(g)ég,

Indeed, (8g * &) (x) = Yse dg(xs™1)6y(s) = b4(xh™1), which is a function that is everywhere
zero except at x = ¢h where it is 1. Thus, d¢ * 8, = Jgp;.

10.2. The Fourier transform. The Fourier transform f of a function f € C(G,C) is a function
on representations (p, V) of G. It associate to a representation p the element

flo) =Y f(s)o(s) € End(V).

seG

We will always assume that the representations are unitary, which we can always achieve by a
suitable inner-product.

Lemma 10.2.1. We have the following properties of the Fourier transform:
(D) f+g=f+gandaf =af aeC.
(2) 5/g@ =p(g).
(4) Let U be the uniform distribution on G, U(g) = |1?|,

of G. Then U(p) is the projection operator on the sub-representation VC. Thus, if p is irreducible
and p % 1 then U(p) = 0, while U(p) (1) = 1.

Vg € G. Let (p, V') be a representation

Proof. The first two properties are immediate from the definition. For the third,

Frglp) = (X Fst™Hg(1) - p(s)

s€G teG
= (Zcf(x)p(x))(ZGg(t)p(t))

= f(p) - $(p).

The fourth property is just the definition of the projection operator and the fact that VC is a
subrepresentation of V. O
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10.3. Fourier Inversion and Plancherel’s formula. The following theorem is very much remi-
niscent of Fourier analysis over R.

Theorem 10.3.1. Let pq, ..., py be unitary representatives for the irreducible representations of G and
let d; = dim(p;), xi = Xp;-

(1) (Fourier Inversion). For any function f € C(G,C),

1 ¢ R
(11) fls) = €] Y diTe(pi(s™1)f (pi))-
i=1
(2) (Plancherel’s formula) For any two functions f,h € C(G,C),
h
12) Y £lshGs) = o L AT (F ().
seG |G| i=1

Proof. The proof is surprisingly simple for such scary looking formulas. First note that by linear-
ity and bilinearity, it is enough to prove Fourier inversion for the functions d;, and the Plancherel
formula for the functions d¢, J,. We first verify Fourier inversion for J;. In this case, the right
hand side of (11) evaluated at s is:

h
\é! L Te(pi(s™)dg(pi)) =

l re
= G g)

This is a function that vanished everywhere, except at s = g, where it receives the value 1.
Namely, this is just the function d, (s), as required.

The right-hand side of Plancherel’s formula (12) is equal to

ZdTI‘ ‘Ol (5;, Pz = Zd TI' .01 ))

|~ ﬂ\

Il
©
M= I
=

Il
—

iTr(pi(gh))

‘ -

Mn-

diXi (gh)

D

Il
—_

¥

e (gh).

E)—\

This expression is equal to 1if g = k™!, and is equal to 0 otherwise. The sum
2 Og(s7!
seG
has exactly the same property, and we get the equality we were after. 0

We now derive a variant of Plancherel’s formula that is very useful for applications. Recall the
(potentially confusing, but customary) notation for a complex matrix M: M* = M".
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Corollary 10.3.2. Let f be a real-valued function then

(13) Y F(s)h(s) = |1G|

seG

di - Te((f ()" - (pi)-

Mw

Il
—_

i

Proof. Let g be the function g(s) = f(s7!). Then Yic¢ f(5)h(s) = Ysec g(s71)h(s) and we can
apply Plancherel’s formula to this sum. It only remains to note that for p = p; for some i,

8lo) =Y f(s7Hp(s) = Y_fs)p(s™h) = 2 f(s)p(s)" = (L f(s)p(s)" = f(p)",

where we used that p; is unitary and f is real-valued. 0

10.4. Random walks on cyclic groups. Let p be a positive integer and consider the integers
modulo p, Z/pZ. For various applications in cryptography, statistics, computer science and
more, it is of interest to randomly choose a congruence class modulo p, or to emulate a random
walk on Z/pZ. True randomness is hard; it’s hard to generate and hard to “excavate” from
nature. For that reason, one tries to expand, or stretch, a small amount of randomness to create
a process that is pseudo-random; it is not completely random, but for all practical purposes, it
is.
Consider then the following process

X1 = MXe+ b, k=1,2,....

At each iteration a; and by can be chosen among the classes (Z/pZ)* and Z/pZ, respectively,
according to some agreed upon distribution. (This process is related to pseudo-random number
generators, but we will now get into that here.) The simplest situation that is not completely
deterministic is

ay = 1,Vk, by chosen from {£1} with equal probability.

This process just requires a fair coin-toss at every step.

Let us denote functions on Z/pZ by vectors (ao, .. .,a,1). And let us suppose that the initial
seed is xp = 0, namely, it is the vector (1,0,...,0) with probability 1. Then, the distribution
after one iterationis P = (0,1/2,...,1/2), and after n-steps it is given by P*" := P* P« --- % P
(convolution n-times). For example, applying the random walk twice, it is clear that we can only
end at 0,2 of —2 = n — 2, and the probability we end at 0 can be found as

11 11 1
22722772
Similarly the probability for ending at 2is P(b; = 1) - P(b, = 1) = 1/4, and so on. We recognize
that we are just calculating P * P. For example, P x P(0) = 2;:01 P(j)P(—j) = P(1))P(p—1) +
P(p—1)P(1)=1/2.

Let us switch for a moment to multiplicative notation (which will hopefully be less confusing),
and write Z/pZ = (t) where t? = 1. Using the group-ring presentation, we can say that

P(by=1)-P(b=—-1)+P(b1=—-1)-P(ba=1) =

1 1
P=_(t+>),
2( +t)
and so
N 1 1 1 & -
Pn:27(t+?)n:272()ﬂ](n>t],
]:
where

n
aj(n) = )3 (1)
i€{0,...,n},2i—n=j(p)
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The limiting distribution is thus

nli_r)noo Pt = nli_r)noo(ao(n), ay(n),...,a,-1(n)).

Our main interest is to know whether lim,, _, . P*" approaches the uniform distribution U, and,
if so, how fast? The fact that it approaches U is fairly easy (and follows from basic theory of
Markov chains). The main question is how quickly it approaches U.

To gauge this we introduce the total variation norm || - ||,u.x. Let G be a finite group. For any
two probability distributions P, Q € C(G, C) we let

1
1P = Qllmax = max|P(A) — Q(A)[ = 23,;; [P(g) — Q&)1
where P(A) = Y ,c 4 P(a) is the probability of the event A.

Lemma 10.4.1 (Diaconis-Shahshahani). Let G be a finite group with irreducible (unitary) representa-
tions p1 = 1,...,pp. and let P be a probability distribution on G. Then,

1 s A
1P = Ulluax < 5 3 i Te(Pi)" - Pls).
i=2

(Namely, the trivial representation 1 is the only one not appearing in this sum.)

We will prove this lemma later on. Let us first see its application for the process we are dis-
cussing. In this case, recall that the irreducible representations of Z/pZ are the 1-dimensional
representations {p]- :j=0,1,...,p— 1}, where

pla) =g (C =),
(Namely, p; is the character such that p;(1) is the p-th root of unity e/27/P ) Then,

Plpj) = 5 (pi(1) +py(~1)) = cos(27/p).
By multiplicativity of the Fourier transform,
P (p;) = cos(2mj/p)".
Applying the Diaconis-Shahshahani lemma we find
15
1P = Ul < 3 cos/p)

This last sum, though elementary in appearance, is not that easy to estimate, yet a relatively
elementary argument gives a bound and one gets the following, if p > 7 and odd:

s 2 n

1P — Ul <€ 772
This can be formulated qualitatively as saying that
“for ax = 1, and by chosen uniformly from the set {1, —1}, about p? iterations of the process
Xkr1 = a4+ kxp + by
are required to achieve a distribution close to the uniform distribution.”

One can perform a similar analysis for the case 4, = 1 and by chosen uniformly from {0,1, —1}
and get a very similar result. On the other hand, in stark-contrast, one can prove the following
results for p such that ged(p,6) = 1:
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“for ay = 3, and by chosen uniformly from {1, —1}, about log p iterations of the process xy,1 =
axxy + by are required to achieve a distribution close to the uniform distribution.”

One reason the estimates are so different is that we are transferring from representation the-
ory for the group Z/pZ to representation theory for the group Z/pZ x Z/pZ*. The process
X1 = 3Xx + by is thought of as coming from a random walk on the group Z/pZ x Z/pZ*
corresponding to taking powers of the random element (b, 3), where b = {1,0, —1} with equal
probability. See Exercise 10.4.2

Exercise 10.4.2. Prove that last estimate using the Diaconis-Shahshahani lemma for the group
Z./pZ x Z/pZ*. (Finding the representations is Exercise 9.1.1.)

10.5. Proof of the Diaconis-Shahshahani lemma. Let us now prove the lemma. Recall the
statement:

Let G be a finite group with irreducible (unitary) representations py = 1, ..., py. and let P be a probabil-
ity distribution on G then

1 s A
1P = Ul[fuax < 5 3 diTe(P(pi)" - Plpi))-
i=2
(Namely, the trivial representation 1 is the only one not appearing in this sum.)

Proof. Applying the Cauchy-Schwarts inequality for real numbers (Y a,b,)? < (Y a2) (X b2) and
taking all the b, = 1, we find that

4P = Ul[70e = (Y [(P(s) = U(s)])* < #G - Y (P(s) — U(s))>.
seG seG
We view the last sum as Y ;¢ f(s)h(s), where f(s) = h(s) = (P(s) — U(s)). Apply the version
of Plancherel’s formula given in Corollary 10.3.2 to find

h

8G- ) (P(s) = U(s))* < )_diTe(f(p)" - f(p))
seG i=1

Now, f(p;) = (P — U)(p;) and, using Lemma 10.2.1, we see that it is equal to P(p;) for p; # 1

(i.e., for i > 1), while (1) = (P — U)(1) = 1 — 1 = 0. Therefore, we find

h h
;diTr(f(P)* flp)) = ;diTr(P(P)* -P(p)),

and the proof is complete. O

10.6. Riffle shuffles. This is a famous problem that one can attack by similar techniques. The
actual estimates are very difficult though and, in any case, not accessible to us because they
require full and detailed knowledge of the representation theory of the symmetric group. It is
interesting, nonetheless, to see how the problem is set up and the first steps of the analysis.

A deck of cards, consisting of N cards (N = 52 in a usual deck) is split into two piles, one with k
cards and the other with N — k cards, with probability -%; (). Say, the left pile and the right pile.
Then the cards from the two piles are interleaved randomly, where a card is chosen from the left
pile with probability k/N and from the right pile with probability (N — k)/N. In the new pile
the cards appear in a new order that is a permutation 77 € Sy. Such a permutation is called,
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naturally enough, a shuffle, and the process of shuffling cards this way is called riffle shuffle or
dovetail shuffle. It has the following form for some k

1 23 4 5 6 .. ... ... N—=2 N-1 N
k+1 1 2 k+2 3 k+4 ... k=2 ... k-1 N k

Experiments show that this is a good model for real-life card shulffles.

After n shuffles we get a certain probability distribution on Sy. If P is the original distribution,
the distribution after n shuffles is P*". It is easy to understand the distribution P. We have
P(7) = 0if 7t is not a k-shuffle for any k, and P(7r) = 2~V if 7t is a k-shuffle. But it is complicated
to describe P*"* (and you can convince yourself of that by considering the case n = 2); more
sophisticated methods are needed.

Similarly to the case of random walks on Z /pZ, routine arguments with Markov chains show
that P*"* — U relative to the total variation norm. The question is how fast? Once more the main
idea is to use the Diaconis-Shahshahani Lemma to get an estimate of the form

1P — U < 5 Y. dim(p) - Tr((P(p)")" - (P(p)"),
0#1, irred.
where now p runs over all irreducible representations of S,, and that, on the other hand, even 5
shuffle will exhibit significant bias towards particular permuations.

The following table (their Q is our P) is taken from a paper of Bayer and Diaconis. It shows

that 7 shuffles suffice to shuffle reasonably-well a deck of 52 cards.

Total variation distance for m shuffles of 52 cards

m 1 2 3 4 5 6 7 8 9 10
l@™—-Ull 1000 1.000 1.000 1.000 0.924 0614 0.33¢ 0.167 0.085 0.043

10.7. Rubik’s cube. We have discussed Rubik’s cube in §??. in particular, we introduced the
notation U, D, F, B, L, R and the Cayley graph relative to the generators Ui, D, Fi, B, LI, R}, i =
1,2,3. There is a rational for using these redundant set of generators; in practice, the moves
Uz, us =u-t, for example, take almost the same time as U.

In cube solving competitions, cube scramblers are used. These are computer programs that
produce a position of the cube and a set of instructions of how to get to it that judges use to
create the cube positions to be solved. Naturally, we wish to have all cube positions given to the
participants “equally hard”, and also “hard enough” so that undeserving achievements will not
be recorded as world-records. One needs to find a method that produces such positions. The
scramblers are choosing randomly generators to provide directions for creating the cube posi-
tions. However, we would like to guarantee that (with high probability) such sets of directions
lead to equally hard positions that are also among the hardest possible.

The question of which position requires the most moves to solve was open for a long time and
was finally settled by Rokicki et al. that determined this number to be 20. (This number is known
as “God’s number”; I don’t personally like this terminology.) The following table is taken from
a paper of Rokicki; the first column indicates the minimal number of moves required to solve a
position and the last column indicates the number of cube positions requiring this number. We
ignore the middle column; it relates to the method of analysis used in their paper.



REPRESENTATIONS OF FINITE GROUPS

d Canonical sequences Positions
0 1 1
1 18 18
2 243 243
3 3,240 3,240
4 43,254 43,239
5 577,368 574,908
6 7,706,988 7,618,438
7 102,876,480 100,803,036
8 1,373,243,544 1,332,343,288
9 18,330,699,168 17,596,479,795
10 244,686,773,808 232,248,063,316
11 3,266,193,870,720 3,063,288,809,012
12 43,598,688,377,184 40,374,425,656,248
13 581,975,750,199,168 531,653,418,284,628
14 7,768,485,393,179,328 6,989,320,578,825,358
15 103,697,388,221,736,960 91,365,146,187,124,313
16 1,384,201,395,738,071,424 ~21,100,000,000,000,000,000
17 18,476,969,736,848,122,368  ~12,000,000,000,000,000,000
18 246,639,261,965,462,754,048  229,000,000,000,000,000,000
19 3,292,256,598,848,819,251,200 ~21,500,000,000,000,000,000

20 43,946,585,901,564,160,587,264 22300,000,000

We see that the bulk of the cube positions require 18 moves. It is thus natural to perform the
random process P and hope that P*" is very closed to a distribution Q that has values, say,
Q(17) =~ Q(19) =~ 0.05, Q(18) ~ 0.90 and otherwise Q(i) ~ 0. But, is it possible?? More
precisely, what is

mnin IP*" = Qllmax-

I don’t know the answer to that. (A careful analysis might require understanding the represen-
tations of the Cube group.) In real-life, the Tnoodle scrambler program is used by the World
Cube Association to generate positions and the quality bar seems pretty low. At some point
in time, they were OK with producing cube positions only guaranteed to require 11 moves or
more, which seems rather bad. By simply running the program for say 1,000 times for each
n = 15 — 25 and using fast cube-solvers, one could get a very reliable statistics on this question.
The whole project shouldn’t take more than a week to run a desktop computer.

11. SOME OF THE APPLICATIONS OF GROUP REPRESENTATIONS

This is a very sketchy section that mainly contains pointers to the literature. I will leave it to
you to chase these references down, if you are interested. First, there are the two survey articles
by T. Y. Lam, “Representations of Finite Groups: A Hundred Years, Part I, and Part II”. You can find
the articles here:

http:/ /www.ams.org/notices /199803 /lam.pdf

http:/ /www.ams.org/notices /199804 /lam2.pdf

Secondly, there is the following post on Math overflow about “Fun applications of represen-
tations of finite groups”, from which I have learned a lot myself.

https:/ /mathoverflow.net/questions /11784 / fun-applications-of-representations-of-finite-groups

I don’t know if I would have used the adjective “fun”, but there are certainly diverse and inter-
esting applications. You would note in particular applications to:
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Chemistry and Physics, specifically quantum chemistry and quantum physics. For exam-
ple, one user mentions “The symmetry group of a molecule controls its vibrational spec-
trum, as observed by IR spectrosocopy. When Kroto et al. discovered C60, they used this
method to demonstrate its icosahedral symmetry.” They suggest Group Theory and Chem-
istry by David M. Bishop as a reference. Another post suggests the book Group Theory
and Physics by S. Sternberg for the connections to Physics quoting Sternberg saying that
“molecular spectroscopy is an application of Schur’s lemma”. Another very convincing
book is Group theory and its applications to physical problems by M. Hamermesh.
Combinatorics. A lot of this is done through representations of the symmetric group and
related groups. This is a topic to which many books, book chapters, and articles are de-
voted. The symmetric group plays a crucial role in combinatorics, of course. Mathscinet
returns 455 references for searching for “Representation” and “symmetric group” in title,
among which 14 are books.
Probability and Statistics. Here perhaps we can rest our case by referring to a book by one
of the leading statisticians and probablists of our time Group representations in probability
and statistics by P. Diaconis.
Within algebra, the celebrated Feit-Thompson theorem uses the following theorem of
Frobenius, to which the only known proofs use representation theory.

A finite group G is called a Frobenius group with Frobenius kernel K and Frobenius
complement H if G has a subgroup H, such that for any ¢ ¢ H we have

HngHg ' = {1}.

One lets in this case
K={1}U(G-{JgHg ")
geG
K is called the Frobenius kernel.
An example of a Frobenius group is the group of affine linear transformations of the
line {ax + b} with H being the linear transformations {ax }. We can also write this group

as {(51) -

Theorem 1 (Frobenius’ theorem) Let G be a Frobenius group with Frobenius complement H
and Frobenius kernel K. Then K is a normal subgroup of G, and G is the semidirect product
K x H.

The hard part is to show that K is a group!

Theorem 2 (Frobenius’ theorem, equivalent version) Let G be a group of permutations acting
transitively on a finite set X, with the property that any non-identity permutation in G fixes at
most one point in X. Then the set of permutations in G that fix no points in X, together with the
identity, is closed under composition.

Apparently, there is still no proof of these theorems that avoids using group representa-
tions in an essential way. Although, recently, Terrence Tao gave a proof that only uses
character theory for finite groups. I have learned much about this from reading Tao’s
blog

https:/ /terrytao.wordpress.com /2013 /04 /12 / the-theorems-of-frobenius-and-suzuki-
on-finite-groups/

Another very nice application within Algebra is the proof of Burnside’s theorem already
cited: if p, q are primes then a group of order p*qY is solvable. The proof is almost within our
reach, but not quite. It uses several ideas from algebra that we hadn’t discussed at all
(such as the theory of modules and algebraic integers) and a little more than we had done
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regarding representations of groups. In particular, it uses an additional orthogonality
relation: the columns of the character table are orthogonal in the following sense. Let G be a
finite group and g, € G elements. Let x; be the irreducible characters of G (that is, the
characters of its irreducible representations) then:

|Centg(g)|, if g, h are conjugate

Zm(g)m: {0
Xi

(The summation extending over the irreducible characters.) The main idea here is the
the rows are “essentially” a collection of orthonormal basis. Thus, if properly modified,
one can make them into truly orthogonal matrix. That is, into a matrix M that satisfies
MM* = Ij, (h = h(G)). But then also M*M = I, and reading this information carefully
gives the orthogonality of the columns.

otherwise.

Finally, but still within the realm of pure Algebra, group representations have a lot to
do with the study of simple groups. The classification of simple groups puts them in
large families (Z/pZ, A,, PSL,(FF), ...,) but some escape this classification and fall into
a category of themselves: the sporadic simple groups. There are finitely many such
groups (27, in fact). The largest simple group is the Monster group, its order is

808,017,424,794,512, 875,886, 459,904, 961,710, 757,005, 754, 368, 000, 000, 000.

Its existence is a non-trivial fact. Before constructing the Monster, mathematicians
suspected its existence and in fact predicted the dimensions of some of its smallest ir-
reducible representations as 1,196883 and 21296876, and were able, more generally, to
work out its character table. John McKay, of Concordia university, made the audacious
observation that those numbers are related to Fourier coefficients of the j-function, a
function appearing in the theory of elliptic curves, which is part of number theory. Fol-
lowing that, precise conjectures were made by Conway and Norton, going under the
name of “Moonshine”.

Some of the key aspects of these conjectures were proven by R. Borcherds, a work that
got him the Fields prize in 1998.

12. WHAT IS MISSING

We have barely scratched the surface when it comes to group representations. But, I would
say that at the very basic entry level to representations of finite groups there is one more topic
that we could have discussed if we had more time. This is the subject of induced representations
and Frobenius reciprocity. Besides it’s theoretical importance it is a powerful computational
tool. This subject is completely within reach and those wishing to have a more complete picture
are encouraged to pursue it using any textbook dealing with group representations.

Besides this topic, other glaring omissions are (i) tensor products of representation and their
decomposition; some study of (ii) the representations of symmetric group and their connec-
tions to Young tableaux, hook lengths and other mysterious terminology; (iii) Representations
of nilpotent groups, and in particular p-groups (Blichfeldt’s theorem). Once more, these topics
would (or should) be covered in most textbooks dealing with representations of finite groups;
(iv) Representations of finite matrix groups, for example GL,(IF).

Blichfeldt’s theorem asserts that every irreducible representation of a finite nilpotent group G,
for example, every irreducible representation of a finite p-group, is induced from a 1-dimensional
representation of a subgroup H of G.
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Going perhaps further back, some topics that should be covered in more detail as part of an
introduction to finite groups are the topics: (i) Free groups and free products and the Nielsen-
Schreier theorem; (ii) Nilpotent groups and the notions of ascending and descending central
series. (iii) Simplicity of the groups PSL,(IF;). Once more, these topics are certainly accessible
and it is only for reasons of time that we have omitted them.
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