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Reflecting on the limitations of a study is a crucial part of the research process. In software engineering studies, this reflection is typically conveyed through discussions of study limitations or threats to validity. In current practice, such discussions seldom provide sufficient insight to understand the rationale for decisions taken before and during the study, and their implications. We revisit the practice of discussing study limitations and threats to validity and identify its weaknesses. We propose to refocus this practice of self-reflection to a discussion centered on the notion of trade-offs. We argue that documenting trade-offs allows researchers to clarify how the benefits of their study design decisions outweigh the costs of possible alternatives. We present guidelines for reporting trade-offs in a way that promotes a fair and dispassionate assessment of researchers' work.

CCS Concepts: • Software and its engineering;

ACM Reference Format:

The software engineering research community employs a considerable diversity of research methods to advance the field [34, 35]. For instance, Stol and Fitzgerald cataloged 31 distinct terms used to refer to research methods in software engineering [34]. This diversity imposes a challenge on...
researchers and reviewers to understand the implications of the use of various research methods in different contexts. Moreover, the design of a research study goes beyond selecting appropriate research methods and includes related research techniques and parameters [24]. The entire study design process is loaded with interconnected choices and dilemmas and constrained by available resources and other factors [19]. Each choice imposes trade-offs that impact the outcomes of a study and the interpretation of their results [21].

The notion of a trade-off in research study design is not new and ongoing discussion on the topic is taking place in many disciplines, including political and social science [4, 17, 20, 40]. Table 1 presents a selection of articles from a range of other disciplines that discuss the notion of threats to validity and trade-offs. Each discipline has its own specific considerations; for example, in the late 1980s, field research was not common within the Accounting discipline, and thus issues of validity and reliability of participant observation data became more prominent. Within Medicine, there is a stronger focus on alternative experimental designs, and strategies such as field studies do not loom large there. Despite these discipline-specific concerns, there is a common theme among these discussions, namely the need to consider alternative study designs and to make well-justified trade-offs.

While this topic is occasionally touched on in software engineering venues (e.g., [7, 32, 34, 39]), it is not currently common practice to systematically report trade-offs and their underlying reasoning when disseminating the research. We are also missing a shared practice for how to report trade-offs in study design. Such a gap limits our ability to assess the quality of research and can limit insights gained from replicating it.

FROM THREATS TO TRADE-OFFS
An extensive reflection on the decisions and dilemmas of a study’s design is rarely reported in software engineering research. In sections dedicated to threats to validity or limitations, authors typically list the limitations of their study, following a rubric that includes construct, internal and external validity, and reliability, or its equivalent for qualitative studies [16]. Different studies have been dedicated to mapping threats to validity in specific subareas of software engineering, e.g., in secondary studies [1, 28, 41] or in software security research [5]. Despite these efforts to improve the reporting of threats to validity in software engineering research, a number of problems persist or even worsen as the practice intensifies [37]. We note three issues in particular.

First, threats to validity sections are often boilerplate text produced by rote. For example, it is not unusual to find papers reporting a case study to declare that the study is limited to its context, and that the results cannot be generalized to other settings. Another common example is the limitation of sample size. Merely stating that sample size limits external validity is a truism. While it is usually a reminder that, indeed, the findings of a study must be considered in light of its limitations, these boilerplate statements simply highlight well-known essential limitations of given research methods [34] without providing additional insights.

Second, existing focus on threats and limitations encourages a defensive writing style, where the arguments often downplay the implications of a design choice out of fear of criticism [14]. Unfortunately, such an approach can obscure readers’ view of the available design space for a decision. A particularly unfortunate instance of the defensive style is to rationalize study designs by referring to a previously published paper that also had made the same design decisions. This fragile reasoning relies on two major assumptions: first, that the authors of the cited study made a decision worth accepting without question, and second, that the decision remains valid outside its original context.

A third problem with threats to validity sections is that they are opaque about the rationale for some decisions that lead to study limitations. For example, it can be unclear whether the limitations
Table 1. Selected discussions on threats to validity in other disciplines

<table>
<thead>
<tr>
<th>Authors</th>
<th>Discipline</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brutus and Duniewicz</td>
<td>Political, Social and Behavioral Science</td>
<td>Reviews papers published in <em>The Leadership Quarterly</em> in 1990-2007, focusing on self-reported limitations. Main concerns include external validity and internal validity. Also discusses the dilemma to either disclose or not disclose limitations.</td>
</tr>
<tr>
<td>Capano and Engeli</td>
<td>Policy Making</td>
<td>Discusses five methodological trade-offs including: parsimony, reliability, analytical purpose, comparative perspective, and performance assessment.</td>
</tr>
<tr>
<td>Lundberg 1997 [17]</td>
<td>Hospitality</td>
<td>Identifies the need to embrace a wider range of methods and to consider study design alternatives and trade-offs along each of the stages of a research study.</td>
</tr>
<tr>
<td>McKinnon 1988 [20]</td>
<td>Accounting</td>
<td>Presents considerations of threat to validity and reliability in field study research, which was novel at the time in accounting. Amongst others, presents trade-offs on different types of participant observations in terms of observer-caused effects, observer bias, data access, and complexities and limitations of the human mind.</td>
</tr>
<tr>
<td>McLaughlin and Talbert</td>
<td>Education Research</td>
<td>Discusses a range of study design decisions and trade-offs, including scope, sample (e.g. many sites vs. few, purposive vs. random, embedded vs. distributed), and analytical perspective (longitudinal vs. cross-sectional, integrated vs. compartmentalized methods).</td>
</tr>
<tr>
<td>McNichols 2000 [22]</td>
<td>Earnings Management</td>
<td>Discusses trade-offs associated with research designs related to how company earnings are calculated. Presents evidence of possible misspecified earnings models, which can lead to wrong results, and proposals for how studies should report earning accruals.</td>
</tr>
<tr>
<td>Mercer et al. 2007 [23]</td>
<td>Preventive Medicine</td>
<td>Discusses research designs such as randomized controlled trial variants, quasi-experimental designs, and natural experiments, and trade-offs between them.</td>
</tr>
<tr>
<td>Smith et al. 1989 [33]</td>
<td>Entrepreneurship Research</td>
<td>Describes trade-offs around the type of data used (objective vs. subjective), and presents guidelines to use in selecting research methods.</td>
</tr>
<tr>
<td>Wanous et al. 1989 [38]</td>
<td>Applied Psychology</td>
<td>Highlights eight judgment calls and that based on these different researchers can come to different conclusions depending on the choices they make.</td>
</tr>
<tr>
<td>Wolff and Haase 2020 [40]</td>
<td>Comparative Urban Studies</td>
<td>Focuses on three trade-offs: analysis (reality vs. comparison); synthesis (comparison vs. theory), and description (reality vs. theory). Underpinning these trade-offs are the two contrasting poles that comparative urban studies focus on: the universal (generalizable) vs. the specific (concrete).</td>
</tr>
</tbody>
</table>

are the results of acceptable trade-offs. Even when limitations and their mitigation tactics are explained candidly and with technical details, they provide limited opportunity to understand to what extent they are justified.

We propose to evolve the existing practice of communicating threats to validity into a richly detailed commentary of the design trade-offs made for a study. This perspective introduces at least two additional aspects to study critiques commonly found in our field. First, a given study design decision can be assumed to be the most desirable of several possible alternatives. Second, a study design decision has implications that can be analyzed with respect to the alternatives. This
simple conceptual structure affords a multidimensional analysis of the impact of the study design decisions based on evidence. For example, a sensitivity analysis can provide quantitative support for a certain threshold used in a study. Qualitative evidence could include the results of a pilot study to support other study design decisions. Providing a detailed technical analysis of the trade-offs involved in a study design has several advantages: it helps justify a decision, both to the researchers themselves and to their readers; it provides reliable evidence and insights to assist researchers in designing future studies, and it promotes a rational and dispassionate approach to peer review by dissipating any expectation that some research design decisions can be superior in an absolute sense. Within this new format, the enumeration of threats to validity remains, but takes a new shape as implications of study design decisions.

COMMUNICATING TRADE-OFFS

Communicating a trade-off using a recognizable structure can help readers understand the underlying rationale, identify its important aspects, and use the results appropriately in future studies [29]. At the same time, research methods in software engineering are varied and so it is unlikely that a universal template will suit all purposes. We offer the following items as a structure to organize the presentation of a study design trade-off. The structure is a recommendation that need not be adopted strictly: rich insights are more valuable than indiscriminate conformance to a template.

We illustrate each item with corresponding fragments for a hypothetical trade-off description for the study Turnover-Induced Knowledge Loss in Practice [27]. This study “sought to better understand the different contexts in which developers experience knowledge loss and the resulting implications.” The study relied on qualitative interviews with 27 professional developers and managers from three different software technology companies.

For convenience, we juxtapose the sample text fragments with the corresponding guidelines. We keep the example artificially short for presentation purposes. In practice, the items describing a trade-off should appear joined in a single paragraph and include more details. We provide two complete examples of trade-off descriptions in the next sections. In this and all other examples below, we use “we” to reflect the voice of the authors of the study cited. All examples are based on a study designed and conducted by at least one author of this correspondence.

A trade-off is identified by its decision point, which can act as its identifier. The description should include the value selected and be meaningful within a minimum of context, such as captured by the abstract of the paper.

With a decision point come alternatives. It is key to consider the relative importance of these alternatives and how to organize them [24]. A review of alternatives can include properties, such as whether or not the set of alternatives is closed or whether or not they are mutually exclusive.

The selection of one alternative over competing options is the outcome of a system of considerations that relates the costs and benefits of each alternative, as well as constraints limiting the design space.

A decision point is the number of companies to involve in the research. We involved three companies.

The alternatives were to focus on a single company, involve a small number (two or three), or sample many companies.

Increasing the number of industry contexts comes at a cost associated with involving a company independently of the number of participants recruited from this company. This cost includes the effort to negotiate research agreements and to collect a sampling frame specific for the company.
The rationale for selecting an alternative can then be expressed in terms of these considerations. In some cases, it may be possible to distill a trade-off to a unidimensional cost-benefit equation that can even be quantified, while other trade-offs may be more complex. In any case, providing concrete evidence to support the rationale will help evaluate the study and to inform future work.

Additional discussion of the implications of the decision supports an in-depth exploration of the consequences of the choice made, in contrast to the inevitably more general cost-benefit calculus involved in the previous point (i.e., considerations). A separate item to address the implications can convey an assessment of the impact of the decision on the study’s findings, including any threats to validity. Ideally, this assessment can include specific evidence (e.g., a sensitivity analysis).

Two of our four resulting themes are discussed by participants across all companies and the two other themes by participants from two companies. Thus, none of the themes is company-specific. Given our recruitment strategy, we expect that adding an additional company could have yielded around five additional participants (Companies B and C contributed four and six participants each, respectively).

The rationale for involving three companies was two-fold. First, we wanted to study knowledge loss from at least two different company contexts, to support triangulation. Second, we wanted to involve a sufficient number of participants to meet common expectations for thematic analysis [11].

The description of a trade-off can be enriched by any of the usual editorial devices, including references to literature and cross-references to relevant sections of the research report, and in particular to other trade-off descriptions. Threats to validity, now part of the implication section, can still be expressed using a familiar typology to ease the transition [31]. Alternatively, this transition can also be an opportunity to reassess and address the limitations of popular typologies [25, 37].

We expect that the trade-offs that most impact the research questions and findings will remain organized in a separate section. Within such a section, each trade-off can be described in its own titled paragraph or subsection, depending on its complexity. These trade-offs should relate to a significant aspect of the study design. Trade-offs of secondary importance, e.g., about a technical detail of the study environment, may be best located in proximity to the relevant context.

Including a detailed discussion of trade-offs inevitably requires additional space in a manuscript. As the examples below suggest, this space could amount to up to one page per major decision point. In situations where articles are limited in length or incur page charges, the relative value of a trade-off section will inevitably come into question. In such cases, the inclusion of a trade-off discussion itself becomes a trade-off. However, it can be argued that experimental trade-offs are a critical consideration in research methodology, and should therefore be represented in the article. When space is an issue, authors can be more concise than in the examples below while still addressing all of the main aspects of a trade-off. Further details can be relegated to an on-line appendix for completeness.

The trade-off structure we propose naturally addresses the three common limitations of threats to validity discussions. Because few experimental contexts are identical, calling for a context-based discussion of alternatives reduces the risk that common statements can be reused as boilerplate text across a majority of articles. Putting the emphasis on trade-offs also lifts the curtain on the design space that a defensive writing style can obscure. It is no longer a matter of arguing that the methodology chosen was the best one, but that the choice was reasonable and informed among a number of alternatives, each with their pros and cons. By the same token, our proposed structure specifically includes a rationale component to avoid being opaque about the rationale for decisions that lead to limitations in a research design.
We now present two additional examples to illustrate our proposal in more detail.

EXAMPLE TRADE-OFF: RECRUITMENT APPROACH

For a study examining how developers respond to bots on GitHub [12], we required a sample of participants that represents the population of software developers who use pull requests.

The decision point stems from determining from where the population of participants will be recruited. Recruiting software developers is challenging as they are a specialist population who can be hard to contact [10, 36]. Many factors can come into play when deciding on a sampling frame for this population [2, 10].

The alternatives were 1) to recruit developers from Prolific, an online platform that offers a pool of study participants and tools for managing payment and other study operations; 2) to recruit students via university channels; 3) to approach developers directly using GitHub profiles; 4) to choose another crowd-worker platform such as Mechanical Turk (MTurk); or 5) a combination of these. Our decision was to recruit developers from Prolific, and also from students in our classes.

The rationale for selecting a combination of students and Prolific can be explained in light of the following considerations:

(1) Prolific participants are paid. This likely incentivizes participation from people outside the required target population. Prolific participants are easier to recruit, as Prolific handles recruitment, screening, and compensation directly. The platform allows for a set of filters ensuring, for example, that an equal number of women and men are selected. Prolific participants also need to be screened with a challenging set of filtering questions to ensure competence on the task [6]. We did not evaluate MTurk in detail; previous software engineering studies and our own experience with Prolific had been mostly positive [8, 26, 30], and MTurk participants are usually involved in different activities, such as data annotations, and thus not dedicated to participating in user studies.

(2) As for considering only students, this would have limited the insights to what upper-year undergraduates perceive with bots, and made recruitment more challenging as few students have experience with GitHub bots.

(3) Direct recruitment of developers is costly due to the overhead of identifying and contacting potential recruits and of the low expected yield [9] although with good planning this can be mitigated [10]. The sample is also self-selected to people with interest in the study. On the positive side, validity may be higher, as participants would clearly be members of the target population.

One implication of our choice was that we lost a large number of initial volunteers who failed the Prolific screening. Only 12% were able to complete the study. However, rigorous screening (and attention questions) gave us more confidence in the validity of the results.

Another implication of using crowd-worker platforms is study costs. Even ineligible volunteers still require payment for their time. For every 100 volunteer for our study on Prolific we paid approximately 42 USD plus service fees for unusable data. These fees could be seen as a price to pay to ensure validity of the data. Furthermore, if the survey instrument is flawed (for example, it does not correctly randomize for order effects), participants who complete the study are still paid for this unusable data. Before beginning the study, there is an unknown total cost per usable data point collected, even with an upper bound on total costs [36].
EXAMPLE TRADE-OFF: DATA COLLECTION APPROACH

For a study investigating developers’ emotions and perceived productivity [13], we needed a reliable and effective way to measure developers’ productivity. Developer productivity is a complex phenomenon that cannot be measured by a metric in isolation. Productivity depends not only on the activity that one is working on but also on personal, task, and team contexts.

One decision point concerned the mechanism used to collect data on developer productivity. Our decision was to use self-reported productivity. Since the goal of this study requires a relationship of trust with the participants, we considered it appropriate to ask them to self-report their perceived productivity for each activity they were working on during the study. An alternative to self-reporting would have been to use telemetry, for example by instrumenting the participants’ computers with activity trackers, or by analyzing metrics associated with their development activities, such as their number of commits.

We considered the level of invasiveness to participants required to collect data [15]. The trade-off is privacy vs. more details about productivity. An approach of implicit data collection via telemetry would provide us with more details about the tasks performed by each developer to collect data to enable measuring their performance. However, this approach invades developers’ privacy and could influence their behavior. By adopting a self-reporting mechanism, it is possible to ask the developers to self-assess and report their productivity using a sampling approach. Using the self-reporting approach allows participants to report on their perception of productivity without the researchers having access to other information that may be considered sensitive to them. In this case, they may report inaccurate productivity because of, for example, fear of judgment. Still, self-reporting involves interrupting developers during their work and this may trigger negative emotions and affect the results. Revealing productivity levels and emotions might also be difficult for developers to disclose in a professional setting [18]. Ultimately, trust and other personal aspects of this research were especially important, ruling out the use of invasive telemetry instrumentation, which was the main rationale for our decision.

The implication of collecting self-reported data is that the number of observations was limited to one report every 60 minutes, thus resulting in far fewer data points than using telemetry. Fortunately, we noted that the participants were eager to contribute to the research by self-reporting their emotional states, their causes for them, and their self-perceived productivity. Even though provided with the possibility to dismiss the pop-up questionnaire, on average, participants filled the questionnaire 5.4 times per day. The days for which the self-reports were missing were mainly due to participants not being at work for personal reasons. Overall, the participants did not self-report without explanation only for five days (out of 42).

CONCLUSION

Designing a research study unavoidably involves trade-offs that can impact its results. Concentrating on consequent limitations or threats to validity, instead of researchers’ deliberations before and during a study, can result in defensive boilerplate that provides little insight into the reasoning for design decisions. We propose an open discussion of study design trade-offs that includes alternatives, considerations made, and detailed implications on the outcome. We demonstrate the application of our proposal with three examples from our prior research studies. It is our hope that by encouraging the inclusion of these trade-offs in calls for papers, by including them in our own future research papers, and by carefully assessing them when we act as reviewers, our community can enable more faithful replication of research and further encourage open science.
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