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A3 Paper Discussion
Summary of paper

Discussion questions

Main takeaways from paper
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Outline
Types of automatic summarization

Summarization evaluation

Single-document summarization

• Supervised machine learning

• TF*IDF

• Topic signatures

Multi-document summarization

• SumBasic
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Automatic Summarization
Shortening some source text into a summary.
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Another Example

Modality:

Text, graphical, speech, multi-model

We will focus on text summarization.
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Summarization Systems: Purposes
Informative – tries to be a substitute for the source 
text, expressing as much of the important points as 
possible

Indicative – provides a link to the source text, to help 
users decide whether to read it or not

Critical – provides an opinion of the source text 
(positive or negative)
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Summarization Systems: Method
Extraction – copy and extract parts of the source text

Abstraction – synthesize and produce novel text

Requires more advanced semantic analysis and NLG
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Summarization Systems: Focus
Generic – no particular point of view taken; source text 
author’s views are preserved

User-tailored or query-focused – summary reflects 
upon a specific goal or priority specified by the user
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Summarization Systems: Source
Single-document

Multi-document

Additional issues to handle:

• Conflicting or contradictory information

• Redundancy between documents

• Combining information from multiple documents
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Summarization Systems: Background
Level of background to assume in readers

An update summary is a summary written to provide 
an update on a situation, assuming that the reader 
already knows about previous related events.
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Steps in Summarization
1. Analysis / Content selection

• Determining what to say. What is important? Novel? 
Interesting? Relevant?

2. Transformation / Refinement

• Aggregating common or contradictory points

• Drawing new inferences from source text 

3. Synthesis / Surface realization

• Determining the final form of the summary
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Steps in Extractive Summarization
Let’s look at these three steps for single-document 
extractive summarization.

1. Analysis / Content selection

• Determine which sentences or other text spans to select

2. Transformation / Refinement

• Minimal amount of work needed. 

3. Synthesis / Surface realization

• Minimal amount of work needed: arranging different 
snippets

How does this change for multi-document 
summarization?
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Summarization Evaluation
How do you tell if you’ve got a good summary?

Aspects to be rated:

Summary content

• Does it accurately reflect the original content?

• Does it include the most important content?

• Does it include non-redundant content?

Linguistic quality

• Grammaticality of the individual sentences

• Coherence of the output
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Human Judgments
Ask people to rate the summary

• From a scale of 1 to 5, how would you rate the quality of 
this summary?

Advantages

• Can focus in on the different aspects of the summary

• Does not require gold standard summaries

Disadvantages

• Expensive – need to conduct for each system

• Different people have different interpretations of the scale

• Results do not generalize across different evaluation runs
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ROUGE (Lin, 2004)
Compare automatic summary against human gold 
standard summaries

𝑅𝑂𝑈𝐺𝐸𝑛

=
 𝑆∈{𝑅𝑒𝑓𝑠} 𝑛𝑔𝑟𝑎𝑚∈𝑆 𝐶𝑜𝑢𝑛𝑡𝑚𝑎𝑡𝑐ℎ(𝑛𝑔𝑟𝑎𝑚)

 𝑆{𝑅𝑒𝑓𝑠} 𝑛𝑔𝑟𝑎𝑚∈𝑆 𝐶𝑜𝑢𝑛𝑡(𝑛𝑔𝑟𝑎𝑚)

Common choices for n: 1, 2
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For each ngram in S
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ROUGE Example
Let’s compute ROUGE-1:
System: We learned about evaluating summarization with ROUGE.

Ref 1: Extractive summarization can be evaluated using automatic 
methods.

Ref 2: ROUGE was devised to evaluate automatically generated summaries.

Ref 3: This class covers language generation, including summarization.
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Other Evaluation Methods
Pyramid Method (Nenkova and Passonneau, 2004) 

• A structured kind of content evaluation which focuses on 
selecting important summary content units (SCUs). 

• Requires human annotation effort.

Extrinsic evaluation

• Test if providing summaries can improve learning (e.g., by 
taking a quiz on the material) (McCallum et al., 2012)

• Test if summaries can improve speed of identifying 
relevant documents (Dorr et al., 2005)
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Single-Document Summarization
View this as a supervised machine learning method

Not all factors can be easily learned in this approach

Which of the following do you think are best for 
supervision?

• Lexical features

• Content words

• Function words

• Discourse features

• Position within document

• Discourse cues such as because or therefore

• Discourse structure
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A Machine Learning Method
Early methods rely on position and discourse cues 
(Luhn, 1959; Edmundson, 1968)

Lin and Hovy (1998) trained a supervised method:

• Input: source text + human abstracts

• For each sentence in human abstract, find position in 
source article that has highest similarity to it.

• On computer products newspaper corpus:

• T1 (title)

• P2S1 (first sentence of second paragraph)

• P3S1 (first sentence of third paragraph)

• On WSJ:

• T1, P1S1, P1S2, …
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Leading Baseline
In fact, in some genres, such as news text, the 
beginning of the source text acts like a summary.

Baseline method: select the first sentences of the 
article, up until the word length limit is reached.

Let’s check with actual news articles: 
http://www.bbc.com/news
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Term Weighting
Not all words are equally important.

What do you know about an article if it contains the 
word

the?

penguin?
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TF*IDF (Salton, 1988)
Term Frequency Times Inverse Document Frequency

A term is important/indicative of a document if it:

1. Appears many times in the document

2. Is a relative rare word overall

TF is usually just the count of the word

IDF is a little more complicated:

𝐼𝐷𝐹 𝑡, 𝐶𝑜𝑟𝑝𝑢𝑠 = log
#(Docs in 𝐶𝑜𝑟𝑝𝑢𝑠)

#(Docs with term 𝑡) + 1

• Need a separate large training corpus for this

Originally designed for document retrieval
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TF*IDF Example
the appears in 8000 of 8500 documents

penguin appears in 50 of 8500 documents

the appears 35 times in current article

penguin appears twice in current article

TF*IDF of the is

TF*IDF of penguin is
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Topic Signatures
A method designed by Lin and Hovy (2000)

First, determine two sets of related and unrelated 
articles.

e.g., Summarizing about vaccinations

Related (𝑅) : articles in health domain

Unrelated (¬𝑅): articles in the finance, education domains

For each term 𝑡𝑖, compute following matrix:
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𝑅 ¬𝑅

𝑡𝑖 𝑂11 𝑂12

¬𝑡𝑖 𝑂21 𝑂22



Binomial Distributions
We will consider each row of the contingency table

e.g., from first row, we ask: what is the probability that 
occurrences of 𝑡𝑖 are distributed between 𝑅 and ¬𝑅 in 
this way? This is a binomial distribution.

𝑏(𝑘; 𝑛, 𝜃) =
𝑛
𝑘
𝜃𝑘 1 − 𝜃 (𝑛−𝑘)
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𝑅 ¬𝑅

𝑡𝑖 𝑂11 𝑂12

¬𝑡𝑖 𝑂21 𝑂22



Competing Hypotheses
Compare the following two hypotheses:

Hypothesis 1: the term 𝑡𝑖 is not characteristic of the domain; 
the distribution of occurrences of 𝑡𝑖 between 𝑅 and ¬𝑅 is 
the same as for all other terms, ¬𝑡𝑖
Likelihood of data given this hypothesis:

𝐿 𝐻1 = 𝑏(𝑂11; 𝑂11 + 𝑂12, 𝑝)𝑏(𝑂21; 𝑂21 + 𝑂22, 𝑝)

Hypothesis 2: the term 𝑡𝑖 is important to the domain; the 
distribution of occurrences of 𝑡𝑖 between 𝑅 and ¬𝑅 is 
different from the distribution for all other terms, ¬𝑡𝑖
𝐿 𝐻2 = 𝑏(𝑂11; 𝑂11 + 𝑂12, 𝑝1)𝑏(𝑂21; 𝑂21 + 𝑂22, 𝑝2)
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Likelihood Ratio
We’ll compute the following likelihood ratio:

−2 log 𝜆 = −2 log
𝐿(𝐻1)

𝐿(𝐻2)

A high value of −2 log 𝜆 for a term indicates that the term is 
indicative of the domain; good to include in summary.

Rank sentences by −2 log 𝜆 and select sentences with 
words that score highly on this.
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Sample Rankings
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Multi-Document Summarization
Additional issues to consider:

• Conflicting or contradictory information

• Redundancy between documents

• Combining information from multiple documents

But the second point can actually work to our 
advantage

• If everybody is talking about the same thing, that thing is 
likely to be important information.
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SumBasic
(Nenkova and Vanderwende, 2005)

Uses unigram frequencies with a simple update for 
non-redundancy.

Step 1: Compute p 𝑤𝑖 = 𝑛𝑖/𝑁

Repeat until summary length limit reached:

Step 2: Rank sentences by their average word probabilities

Step 3: Pick best scoring sentence 𝑆𝑏𝑒𝑠𝑡; add to summary.

Step 4: For each word 𝑤𝑗 in 𝑆𝑏𝑒𝑠𝑡, update 

𝑝𝑛𝑒𝑤 𝑤𝑗 = 𝑝𝑜𝑙𝑑 𝑤𝑗
2

This down-weights the words that were just selected
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Later Developments
More sophisticated optimization procedures:

Rather than a greedy selection and update step, select a 
globally optimum set of sentences, accounting for both 
informativeness and non-redundancy.

Account for similarities between bigrams

Other heuristics, such as avoiding sentences with 
pronouns

Removing words, such as discourse cues like therefore, 
that don’t make sense out of context.

Modelling coherence or flow of summary sentences.
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Conroy et al., 2006
This system combines the topic signature method, a 
sophisticated non-redundancy module, and the 
following eliminations:

• Gerund clauses

Sally went to the store, skipping on one leg.

• Restricted relative-clause appositives

Bob, who is the president of the club, disagreed.

• Intra-sentential attribution

They would never do that, she said, without consulting us.

• Lead adverbs

Hopefully, we will find a solution.
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Performance
This simple method (with a few other details), achieves 
near-human performance on ROUGE-1:
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Next Class
Abstractive summarization

• Text-to-text generation

• Semantics-to-text generation

Natural language generation
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