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Abstract

This paper presents a framework for the definition of visual notations (both syntax and semantics) based on meta-modelling and graph transformation. With meta-modelling it is possible to define the syntax of the notations we want to deal with. Meta-modelling tools are able to generate environments which accept models in the defined formalisms. These can be provided with further functionality by defining operations that can be performed to the models. One of the ways of defining such manipulations is through graph grammars, because models and meta-models can be represented as attributed, typed graphs. In this way, computations become high-level models expressed in the formal, graphical and intuitive notation of graph grammars. As an example, AToM\textsuperscript{3} is used to automatically generate a tool for a Discrete Event Simulation notation. The tool’s functionality has been completely defined in a visual way through graph grammars, and includes a simulator (formalism’s operational semantics), a transformation into Timed Transition Petri nets (denotational semantics), an optimizer and a code generator for a GPSS simulator.
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1. Introduction

For as long as computers were invented more than half a century ago, Software Engineers have sought higher levels of abstraction to program their applications: from bits to assembler to procedural programming languages and object orientation. This evolution seems natural and necessary for several reasons, among them the increasing needs of productivity and quality. Using higher abstraction level notations, programs become more compact and easier to understand, write and maintain. In this way, developers deal with less (accidental) details about the system they are building and concentrate on describing its essential properties [1].

Domain-specific visual languages (DSVL) are graphical notations specially devised for the specific needs and knowledge of a certain group of users. DSVL have the advantage of being at a very high-level of abstraction and very effective and intuitive for the task to be performed. In areas where DSVL are intensively used or where the notations can evolve, we need a way to reduce the effort in building and maintaining the DSVL tools. Meta-modelling is a way to reduce this problem, as one can use graphical, high-level notations (such as UML class diagrams with OCL constraints) to define the syntax of the visual language. From this meta-model, a tool can be generated for the defined formalism. The generated tool has a limited functionality, typically editing, loading, saving models and verifying that they are correct (consistent with the meta-model). However, for a modelling tool to be useful, more complex operations on the models are desired. For example, simulation, model transformation into some other (textual or graphical) notation (where other operations could be performed, or properties could be proved) and model optimization (for example, reducing its complexity). As models, meta-models and meta–meta-models can be represented as attributed, typed graphs, these operations can be expressed using graph grammars [2]. In this way, computations become high-level models expressed in a formal, graphical and intuitive notation. This eliminates the problem of adding features to the generated tool using a lower-level programming language and has the potential to improve key factors in software development, such as productivity, quality and ease of maintenance.

AToM3 [3] (A Tool for Multi-Formalism and Meta-Modelling) is a Multi-Paradigm Modelling tool that is being developed in collaboration between McGill University and the Universidad Autónoma in Madrid. This tool implements the concepts explained above and has been used to define modelling environments for areas such as Modelling and Simulation (Petri nets [4], GPSS [5] and Causal Block Diagrams), Artificial Intelligence (Constraint Satisfaction Problems and Ant Colony Optimization) and Software Engineering (the UML structural and behavioural diagrams [6], Data Flow Diagrams and Structure Charts).

In this paper, we show new improvements in the tool, together with an example of the usefulness of the DSVL approach. We define a notation for Discrete Event Simulation, in the Process Interaction style [7] and the subsequent automatic generation of a modelling tool. The tool’s functionality is enriched by graphically defining graph transformations to simulate, transform into Timed Transition Petri nets (TTPN) [8], optimize the model and generate code for a GPSS simulator [9].
The rest of the paper is organized as follows: Section 2 gives some background on graph grammars and the rationale for its use in our context; Section 3 explains the use of AToM3 for meta-modelling a Process Interaction Notation; Section 4 presents a graph grammar for simulation; Section 5 shows a graph grammar for the transformation into TTPN for analysis; Section 6 presents a simple graph grammar to improve model efficiency; Section 7 explains the graph grammar for GPSS code generation; Section 8 shows related research and finally Section 9 presents the conclusions and the future work.

2. Graph grammars: a brief introduction

Graph grammars [2] are similar to Chomsky grammars [10] (which are applied on strings), but rules have graphs in left- and right-hand sides (LHS and RHS). Graph grammars are useful to generate sets of valid graphs or to specify operations on them. In the latter case, a graph rewriting processor looks for graph matchings between the LHS of a rule and a zone of an input graph (called host graph). When this happens, the matching subgraph in the host graph is replaced by the RHS. Rules may have conditions that must be met in order for the rule to be applied and actions that are performed once the rule is applied. Some graph rewriting processors (such as AToM3) iteratively apply a list of rules (ordered by priority) to the host graph until none of them is applicable. When a rule can be applied, the processor starts again trying the rule at the beginning of the list. Other processors have a (possibly graphical) control language to select the rule to be considered next.

In our approach, we use graph grammars to specify operations on models (typically model execution, optimization and transformation) at any meta-level, as these can be expressed as attributed, typed graphs. In this case, the attributes of the nodes in the LHS must be provided with the matching conditions. In AToM3, we can specify that either a specific value or any value will make a match. Nodes in both LHS and RHS are also provided with labels to specify the mapping between LHS and RHS. If a node label appears in the LHS of a rule, but not in the RHS, then the node is deleted when the rule is applied. Conversely, if a node label appears in the RHS but not in the LHS, then the node is created when the rule is applied. Finally, if a node label appears both in the LHS and in the RHS of a rule, the node is not deleted. If a node is created or maintained by a rule, we must specify in the RHS the attributes’ values after the rule application. In AToM3 there are several possibilities. If the node label is already present in the LHS, the attribute value can be copied. We also have the option to give it a specific value or assign it a program to calculate the value, possibly using the value of other attributes.

Using a model of the computation in the form of a graph grammar has several advantages over embedding the computation in a lower-level, textual language. Graph grammars are a natural, graphical, formal and high-level formalism. Its theoretical background can help in demonstrating the termination and correctness of the computation model. As a natural and intuitive formalism for describing computations, it may be interesting for education [11], as computations, and their
effects can be visually traced. Nonetheless, its use is constrained by efficiency as in the most general case, subgraph isomorphism testing is NP-complete. However, the use of small subgraphs on the LHS of graph grammar rules, as well as using node and edge types and attributes can greatly reduce the search space in the matching process.

3. Meta-modelling a process interaction notation with ATom³

This section presents a meta-model for a Discrete Event Modelling formalism [7] for which transformations are described in the following sections. Discrete Event formalisms usually follow an Event-based or a Process Interaction approach. The former focuses on modelling the events (state changes) in the system, while the latter (the one we follow in this example) models the life-cycle of some entities in the system. The notation we present has been tailored to the domain of manufacturing. Models are composed of pieces moving through an interconnected network of machines. The concepts of the notation are Pieces, Machines, Queues and Generators (which produce pieces at certain rates). A meta-model built with ATom³ for this notation is shown in Fig. 1.

In ATom³, we can use either the Entity-Relationship or the UML Class Diagrams meta-formalisms for meta-modelling. A meta-formalism can be used to define formalisms as well as other meta-formalisms. In addition, meta-models can be provided with textual constraints expressed as OCL [12] (not shown in the paper) or Python code (“well-formedness rules”). These are executed at run time and guarantee
model correctness. The AToM³ user interface changes depending on the loaded (meta-)formalism. In the case of Fig. 1, UML class diagrams have been loaded. This notation allows to create classes, connect them (by means of inheritance or as a regular connection), or generate code for the described formalism. This code can be loaded again on top of AToM³, which then allows modelling under the syntax of the defined formalism.

The window in Fig. 1, shows five UML classes for our notation. Machines can be either in state Idle or Busy, consume some time (Tproc) for the processing of each Piece and have a pointer to the Piece that is currently being processed. Generators are provided with an inter-arrival time (IAT) and a displacement (Desp), in such a way that the next Piece will be generated in a random number of time units in the interval [IAT-Desp, IAT + Desp]. Generators produce a maximum of maxTransactions Pieces (if this attribute is greater than zero), starting at time initTime. Generators can only be connected to Queues, the pieces they generate are stored in them. Queues have connections to the first and last Piece they are storing. A Piece can be related to the next Piece in the Queue. The Timer accounts for the final and actual time of the simulation.

In addition to this abstract syntax information, a graphical appearance has been defined for each class and connection in the meta-model. In AToM³, there are two kinds of graphical attributes: arrow-like and icon-like. The first one is usually assigned to connections in the meta-model, the second one is usually assigned to entities. A graphical editor allows designing both kinds of graphical appearances.

Fig. 2 shows AToM³ once loaded with the automatically generated files from the previous meta-model. The column of buttons to the left has changed with respect to the window in Fig. 1. This part of the user interface is indeed a model that AToM³ generates from the meta-model. This model has a meta-model (“Buttons”, which is made of a single entity, the button) on its own right, and gets interpreted when AToM³ loads the corresponding formalism. AToM³ generates a button for each non-abstract UML class in the meta-model. This process is indeed a formalism transformation: from UML class diagrams to the “Buttons” formalism. Like some other built-in features of the AToM³ kernel, it has been modeled using a graph grammar. As the user interface is a model, we can modify it. In the case of the figure we have added buttons to simulate, convert to TTPN, optimize and generate GPSS code (the four lower buttons in the left column). These buttons call the appropriate graph grammar models to perform the operations and are described in the following sections.

Thus, in the pure meta-modelling approach we follow, the Visual Language (VL) is completely defined by a meta-model. This can be regarded as a type graph (with inheritance) enriched with certain constraints. Some of them are visually embedded (cardinalities) in the type graph, while others have been defined with a textual language (“well-formedness” rules). On the other hand, in a pure graph grammar approach [13], the VL is defined by constructing graph grammar rules for generation or parsing (some systems automatically derive rules for generating the alphabet symbols). This usually is more difficult, but the theoretical results of graph transformation can be used to prove properties of the generated language. While the
The pure meta-modelling approach is more declarative, the pure graph grammar approach is more constructive.

4. Defining a simulator

In this section, we extend the functionality of the tool with a simulator modeled using graph grammars. Coding the simulator in a textual language (Python in the case of AToM³) can be more efficient, but, for our purposes, graph grammars have a number of advantages (besides the ones expressed in Section 2). Graph grammars should be considered as a notation for high-level modelling in opposition to programming. Thus, a simulator expressed with graph grammars may be viewed as a reference (and executable) specification from which more efficient simulators can be derived. They also have advantages from the point of view of education. Modelling a simulator with graph grammars is natural and intuitive, and one gets insight in the process one is modelling. Additionally, AToM³ is able to animate and execute graph grammars step by step. In this case, the simulation can be visually traced without having to code complex graphical routines. In AToM³ one can also use Python to express the computations, but in this case, the user has to know the Python syntax and some of the internal details of the tool, such as the way in which models are stored in memory, and how nodes are connected.

The graph grammar for simulation is composed of six rules. Fig. 3 shows the first two of them. They are numbered according to their priority. Both deal with the production of pieces by a Generator and are only applicable if the actual simulation...
time is equal to the time in which the next Piece should be generated (see their conditions). Rule 1 deals with the case in which there are already some Pieces in the Queue (label “1”) attached to the Generator (label “3”). The last Piece is pointed by the ‘last’ arrow. In this case, the newly generated Piece (labelled as “7” in the RHS) becomes the last one. Rule 2 shows the special situation in which the Queue is empty. In this case, the newly created Piece (labelled as “5”) is pointed by the ‘first’ and ‘last’ arrows of the Queue. Note how, in the RHS some of the nodes’ attributes are copied, while others are assigned new values. This is the case with the Generator’s attribute Tnext, which stores the time in which the next Piece has to be generated. The creation time of the piece (Tcreat attribute in nodes 7 and 5 in the RHS) is also calculated.

Fig. 3 shows rules number three and four, which deal with the consumption of Pieces by Machines. Rule 3 shows a situation in which the incoming Queue has more than one stored Piece, while in rule 4, the Queue has only one Piece. In both cases, the first Piece in the Queue is consumed by the Machine (removed from the Queue...
and pointed by the Machines arrow), and the machine final processing time is updated.

Fig. 5 shows rules 5 and 6. Both deal with the end of processing by Machines, in which Pieces are stored in the output Queue. Rule 5 is a general case, in which the Queue is not empty and only the “last” arrow should be redirected. In rule 6, the Queue is empty, and both the “first” and “last” arrows should be created.

Finally, rule 7 (not shown in the figure, its LHS and RHS consist of a Timer) is applied if none of the previous rules can be applied and updates the simulation time with the time of the next event. This is the minimum of the final processing time of each Machine, and of the next Piece production in each Generator. We may have several applications of the previous rules (1–6) before an increment in the simulation time takes place. The applicability condition of rule 7 checks that the actual time must be less than the final simulation time, otherwise the rule is not applicable and the graph grammar execution ends.

Fig. 6 shows the execution of some rules (until a time increment) on a model composed of two machines connected sequentially by Queues. During the simulation, it can be the case that a rule can be applied in several zones of the model. For example, if both Machines are in the Idle state and have a Piece in the incoming Queue, rule number 4 (“Consume Piece-2”) can be applied in two different places. In this case, ATOM3’s Graph Rewriting module offers several possibilities. In the first one, the system asks the user in which zone in the graph the rule should be applied by clicking in the different subgraphs (in the example, the user should indicate which Machine consumes the Piece). In the second possibility ATOM3 chooses a random occurrence of the rule. Finally, if the zones in the graph where the rule can be applied are disjoint, ATOM3 can apply the rule in parallel (that is, in the example, both machines would consume the pieces at the same time). For some cases, this non-determinism is not important in the present graph grammar. The time update rule is the last one in the list and we can apply several rules at the same simulation time. That is, in the example, and choosing whichever possibility, both Pieces are consumed by both machines at the same simulation time, so the simulation result is the same in any case. In the case of an idle Machine with two non-empty input Queues, either the user or ATOM3 at random chooses the Queue from which the Piece comes, and the simulation results of the two alternatives are not the same.
AToM³ allows several execution modes for a graph grammar: continuous (only the final model is shown), step-by-step (the user clicks on a button after the execution of each rule) and animated. In this case, one can set the time interval that must be spent after the execution of each rule. The time is an attribute of each rule and is established when the user builds the graph grammar, but it can be changed by the rule. For this kind of graph grammar (simulation grammars), the feature is very useful, because animation can be synchronized with the simulation. For example, if rule number 7 advances time in 5 time units, the rule can set the delay parameter for animation to 5 s.

Another new feature included in the AToM³'s graph grammar engine, is that in the matching process, we can specify either an exact-type matching between the nodes of the LHS and the nodes in the host graph or what we call a "subtype matching". In the latter case, nodes (or connections) in the LHS and in the host graph do not need to have exactly the same type. AToM³ checks at run-time whether the node (or the connection) in the host graph has at least the same set of attributes (and connections) as the node in the LHS (that is, if the node in the host graph is a subtype of the node in the LHS). We do not need to express the subtyping relationship in the meta-models, but this relationship is found at run-time. This idea is extremely powerful as one can write general graph grammars and reuse them for many formalisms, in unexpected situations. For example, suppose we want to adapt the formalism defined in this section introducing different kinds of Pieces and Machines with extra attributes. This could be done by subclassifying the Piece and Machine classes in the meta-model of Fig. 1. In spite of the modifications performed to the meta-model, the graph grammar for simulation would still be valid. The newly created elements have the same subset of attributes as the ones that appear in the graph grammar rules and these could make a match with the new kinds of Pieces and Machines. The graph grammar would also be valid in the case we change the application domain, for example, people waiting for cashiers in a supermarket.

Fig. 6. Some steps in the execution of a simple model.
5. Transforming into timed transition Petri nets

For the study of certain characteristics of the model, it may be useful to translate it into another formalism for which there are appropriate analysis or simulation techniques. The transformation should preserve the properties under investigation, and can be regarded as expressing the denotational semantics of a formalism in terms of another one. This idea was represented in a “formalism transformation graph” (FTG) in [14]. That work shows several continuous and discrete event simulation formalisms as the nodes in the graph, while behaviour-preserving transformations are represented as the edges. For the simulation of a complex system (with interconnected components, described in different formalisms) one could transform each of its components into a common formalism and then simulate the system as a whole. The common formalism can be found by looking in the FTG. The same approach is also valid if the goal is not simulation but verification of a property. This approach contrasts with co-simulation [15], where no transformation into a common formalism is performed. In that approach, a simulator for each component is needed, and they synchronize by using a coordinator to direct the events appropriately. Thus, the co-simulation approach cannot be used to verify a property for which we have to understand the system as a whole, as there is no global, unified view of the system.

In AToM³, a part of the FTG has been implemented, where formalisms (the nodes in the graph) have been meta-modeled and the edges in the FTG (which depict transformation, simulation and optimization) have been formally expressed as graph grammars [3]. Here, we show a graph grammar for the transformation of models in the Process Interaction formalism described in the previous section into TTPN [28]. For simplicity and space constraints, we transform Process Interaction models in their initial state, that is, when the simulation has not begun, before the generation of any Piece. Transitions in TTPN are given a delay for firing since they are enabled. The analysis and simulation methods available for TTPN allow us to analyze if certain states are reachable, and to obtain performance metrics using a similar idea to the Reachability Graph for untimed Petri nets [16].

In AToM³, the user may open several meta-models at the same time to define a transformation graph grammar. During the transformation, the model is a mixing of both source and target formalisms, but when the transformation ends, the model is expressed in the target formalism alone. During the transformation process the syntactic constraints imposed by the source and target formalisms are not checked. However, at the end of the transformation, AToM³ checks that the transformed model is consistent with the syntactic rules of the target meta-model.

AToM³ allows the application of a list of graph grammars to a model. Decomposing a graph grammar in blocks makes the transformation more reusable, easier to understand and more efficient. This is due to the fact that once a graph grammar in the list is finished, their rules are not considered again by the graph rewriting processor. Graph grammars may have actions (Python code) to be performed before and after the graph grammar execution.

In the example of this section, the transformation can be clearly divided in three graph grammars. The first one is shown in Fig. 7 and attaches Petri net places and transitions
to each block in the Process Interaction model. The initial action adds attribute done (initialized to zero) to all Generators, Queues and Machines. This attribute is deleted by the graph grammar final action. Rule 1 is applied to Generators not processed before (done attribute equal to zero), and attaches them to a Petri net transition. The delay of this transition is set to a function returning a random number in the limits specified in the Generator. In this way, the transition fires at the same intervals in which the Generator produces a Piece. If the rule is applied, the done attribute is set to one to prevent the Generator from being processed again. Rule 2 attaches a Petri net place to each Queue. Rule 3 attaches two Petri net places to each Machine, representing states Idle and Busy. The rule puts a token in the place representing the Idle state. Later we will make sure that the number of tokens in both places is exactly one, using a well-known structural property of Petri nets for capacity constraint [4].

The second graph grammar is used to connect the Petri net elements according to the connectivity of the attached Process Interaction elements. It is composed of three rules and is shown in Fig. 8. Rule 1 connects the transition attached to each Generator with the place attached to the connected Queues. This rule is applied once for each Queue attached to each Generator. The connection between the Generator and the Queue is deleted to avoid multiple processing of the same Generator and Queue.

Rule 2 connects (through a transition) the associated place of an incoming Queue to a Machine with the places associated with it. When the transition fires, it changes the Machine state to Busy and removes a token from the place representing the Queue. If the rule is executed, then the Queue is also disconnected from the Machine to avoid multiple processing of the same Queue and Machine. A similar situation (but for output Queues) is described in rule number three.

Finally, the last graph grammar (not shown in the figures) removes the Process Interaction blocks. The rules simply disconnect and remove the Process Interaction elements.

Fig. 7. First block of rules for the transformation graph grammar: adding the petri net elements.
As an example, Fig. 9 shows the result of the transformation of the Process Interaction model shown in Fig. 2 (without any of the Pieces, only the structure is transformed). The sequence of graph grammar rules that where applied for the transformation has been the following: convertGenerators, convertQueues (3 times), convertMachines (3 times), ConnectGenQueue, ConnectQueueServer (3 times), ConnectServerQueue (3 times), removeQueue (3 times), removeMachine (3 times), removeGenerator and removeTimer.

6. Optimization

Optimizing transformations do not change the formalism in which the model is expressed, but perform a structural change in the model, which results in a reduction of its complexity, or in an improvement of its performance.
Fig. 10 shows a simple graph grammar for improving the performance of the Process Interaction models. We assume that the process performed by the Machine can be decomposed (pipelined) in processes up to the time unit. Pipelining [17] is a standard procedure to improve the performance of the operations performed by processors. Its use is very common to build fast CPUs. The idea is to divide the process in subprocesses, in such a way that a job passes through the chain of subprocesses and is not finished until it has passed through all of them. All these subprocesses can be active in parallel, thus performing the different work stages (on different jobs) at the same time. In our Process Interaction notation, this means that several Pieces can be processed in parallel by the different Machines in which we have divided the original Machine. This results in an improvement in the rate at which the Machines produce the Pieces (if more than one Piece is waiting in the input Queue to be processed).

Thus, the only rule in the graph grammar shown in Fig. 10 takes a Machine with a processing time larger than one and generates two Machines connected by a Queue. As an action after the rule execution, the outputs of the original machine are moved to the newly created one.

7. Code generation

In this section we define a code generator for GPSS (General Purpose Simulation System) [5], which is the basis for the majority of Process Interaction tools available...
in the market. It is a block-based textual language, but since it was invented in the fifties, a graphical notation was devised for it. Although all current simulators accept the textual notation, only some of them accept the graphical one. We focus on generating the textual representation which then can be fed into many different simulators. The total number of blocks of the GPSS language varies depending on the specific implementation, but usually there are about 20. For this example we only need some of them, which are explained next:

- “GENERATE \langle IAT \rangle, \langle DESP \rangle” generates transactions (Pieces in our example), at random in the interval [IAT-DESP, IAT+DESP].
- “QUEUE \langle q \rangle” and “DEPART \langle q \rangle” queue and dequeue transactions in the queue named “q”.
- “SEIZE \langle x \rangle” and “RELEASE \langle x \rangle” take and release resource named “x” for exclusive use. In our Process Interaction notation, resources are Machines.
- “ADVANCE \langle m \rangle, \langle d \rangle” which simulates the processing of a transaction during a random time in the interval [m-d, m+d]. We use this block to indicate the time it takes a Machine to process a Piece.
- “TRANSFER BOTH, \langle x \rangle, \langle y \rangle” is a kind of “go-to” that checks whether a transaction can enter in the block specified by operand \langle x \rangle, and in this case, the transaction is sent to it. Otherwise, it is sent to the block specified by label \langle y \rangle. This block can also be used as an unconditional transfer if the first parameter is omitted and only one label is given as the second parameter.
- “TERMINATE n” counts n transactions as terminated (usually 1 or 0).
- “END” signals the end of the program code.
- “SIMULATE \langle n \rangle” runs the simulation until n transactions finish.

Code generation is performed graphically by means of graph grammars. Of course, in AToM^3 one can write efficient Python code for this purpose, but by using a graph grammar the user does not have to care about how the model is stored inside AToM^3 and of other implementation details. The code generator becomes another high-level model, that we can build graphically, although in this case, we have to specify the textual patterns that have to be generated as a result of a rule application.

The main idea is to serialize the graphical model, performing a depth-first traversal of the graph. This is performed by using a ‘pointer’ that signals to the block whose code should be generated. The meta-model has to be extended to include this pointer which can be connected to either Generators, Queues or Machines. Additionally, two kinds of connections are allowed from the pointer to the blocks: the ones that appear as continuous black arrows point to the current block, while the dotted arrows point to a path that has not been generated and should be completed.

The graph grammar for GPSS code generation has an initial action which labels each node in the model with the attribute done, and initializes it to zero. This attribute controls whether code has been already generated for the node. This initial action also opens a file (“f”), where the textual code is written. Fig. 11 shows the first two rules. Rule 1 generates code for Generators. It is applicable if there is no pointer in the model
and the Generator has not been processed before. If these conditions are met a pointer is created, which points to the Generator, and textual code is written in the file. For clarity, we put between the percentage symbols the node attributes whose value is written in the file, and use the notation “N(x)” to refer to the node whose label is “x”.

Rule 2 is applied when there is a Generator (the last generated node) connected to a Queue. In this case, GPSS code is written to queue a transaction (preceded by an appropriate label) and the pointer advances to the Queue. In this case, GPSS code is generated for the processing time, as well as to release the Machine (placing it in Idle state again). Rule 6 is used when a path in the graph has been completely generated, and other paths should be completed. This happens when the pointer cannot further advance. In this case, the rule simply sets the current pointer to one of the non-generated paths. Finally, rule 7 terminates the code generation procedure for one of the connected graphs. The graph grammar has a final action which writes a SIMULATE sentence according to the number of Transactions that must be generated and an END sentence indicating the end of the listing and closes the file.
The GPSS code generated by the graph grammar from the model shown in Fig. 2 (without the Pieces) is shown in listing 1.

Listing 1: Generated GPSS code from the Process Interaction model in Fig. 2.

3. genQueue2Machine 1

4. genQueue2Machine 2

Fig. 12. Rules 3 and 4 for GPSS code generation: begin of process.
GPSS simulators [9] usually give a standard report showing information about resources (Machines in our case) and Queues. With respect to the resources, we can have information about the number of transactions processed by the resource, the percentage of time the resource has been used (utilization) and the average time the resource was busy. With respect to Queues, we can obtain information about the maximum number of stored transactions during the simulation, the total number of them that passed through, the average contents and the average time a transaction spent in the queue. Additionally, we can have information about the number of transactions that passed through each block of the model.

For the experiment performed, the simulation stopped at time 224. The experiment shows that Machine M1 had a utilization time of 98.2%, Machine M2 of 96.0% and Machine M3 of 93.8%. With respect to the Queues, the Input Queue had a maximum of 3 Pieces (0.978 in average) and the Pieces waited 3.911 units of time in average. The Conveyor Queue had 22 Pieces as its maximum number, and 10.040 in average, the Pieces had to wait for 43.288 unit of time in average. That is, by means of simulation we can show that this configuration is not stable, as the number of Pieces stored in both the Conveyor and the Input Queues grows without limit as the simulation time increases. Both problems can
be eliminated in many ways, for example, if we reduce the rate at which *Pieces* are generated from 4 to 5 and increase the efficiency of *Machine* M3 from 7 to 5 time units.

8. Related work

In the graph grammar community there are other similar tools, most of them use a *pure graph grammars approach*. For example, GenGED [13] is a tool built on top of the graph transformation tool AGG [18] which supports the definition of VLs. Model correctness is guaranteed by defining creation or parsing graph grammars. On the contrary, in AToM3 (*pure meta-modelling approach*) we rely on the evaluation of constraints (defined in the meta-model) when the user builds the model. In our experience, the definition of constraints usually requires less effort than building a creation or parsing graph grammar, but, as stated before, the *pure graph grammar* approach can take advantage of the theoretical foundations of graph transformations for proving properties of the generated languages. Additionally, meta-modelling techniques are heavily used in the context of UML and the Model Driven Architecture (MDA) [19]. Model transformation plays a central role for the later technology, and we believe that the combination of meta-modelling and graph transformation can be a very suitable approach.

Although in GenGED graph grammars can be defined for simulation and animation [20], we also deal with other kinds of manipulations, such as transformation into other formalisms, code generation and optimization. In particular, for the specification of transformations between formalisms, we allow the use of several meta-models at the same time. GenGED uses a constraint language to specify the graphical layout, while we associate constraints (which may have lateral effects, such as performing graphical layouts) with events in a similar way as event programming languages such as Visual Basic. This is lower-level, but usually more efficient. The mapping from abstract to concrete syntax is very simple in AToM³, as each abstract syntax entity or connection should have an associated concrete syntax symbol (icon or arrow-like). In GenGED this mapping can be more sophisticated. Thus, the approach of AToM³ makes easy the definition of graph-like VLs, while arbitrary languages with complicated layouts (such as Nassi–Schneiderman diagrams for example) are much more difficult to describe. However, most VLs we deal with in modelling and simulation are graph-like.

Although other tools based on graph grammars (such as DiaGen [21]) use the concept of bootstrapping, in AToM³ there is no structural difference between the generated editors (which could be used to generate other ones!), and the editor which generated them. In fact, one of the main differences of the approach taken in AToM³ with other similar tools, is the concept that (almost) everything in AToM³ has been defined by a model (under the rules of some formalism, including graph grammars) and thus the user can change it, obtaining more flexibility.

With respect to graph grammars, an interesting alternative to our approach for formalism transformation is the use of triple graph grammars [22]. In this way, one
could obtain translators from the source to the target formalism and vice versa with the same grammar. The approach is mostly useful for syntax-directed environments, in which the editing actions are specified by means of graph grammar rules. In this way, while the user is building a model in the source formalism, the triple graph grammar creates the equivalent model in the target formalism. That is, it is not straightforward to use this approach to translate an existing model, as in this case the graph grammar rules must be monotonic (that is any production’s LHS must be part of its RHS [22]).

Other kind of model transformation to take into account is that of meta-model evolution. That is, changes made to a meta-model to add new features or constructs to the VL it describes [23]. In that case, one would like a means to translate the models, valid instances of the old meta-model into the syntax of the new one. This can be regarded as a particular case of formalism transformation, and could be modeled with graph transformation rules, as in the example in Section 5.

Other commercial meta-modelling tools, such as DoME [24] or MetaEdit+ [25] use a textual, low-level language (Alter in the case of DoME) for the definition of the model manipulations. In contrast, in our approach the user can define transformations as models in the graph grammars formalism. As stated before, graph grammars are a high-level, formal and visual notation, which frees the user with the necessity of having to know many details of the internals of the tool, and to maintain textual code.

In the simulation community, there have been very few attempts to combine meta-modelling and graph transformation techniques. For example, in the approach of [26], DoME was used to implement several editors for continuous (sequential function charts) and discrete formalisms (Statecharts). The user builds his composite models with these editors, and they are subsequently translated into the object-oriented simulation language Modelica [27]. This is the only transformation they implement (code generation), and was specified using the textual language Alter. In this area, the approach of Ptolomey [28] (which uses the co-simulation approach) and GME [29] are also worth mentioning. The latter tool has lately incorporated graph grammar techniques for model manipulation [30].

To the authors’ knowledge, the systematic approach presented in this paper is novel. The approach combines meta-modelling to define VLs and graph grammars to specify simulators, transformations, optimizations and code generation. This work can thus be considered as an approach for rapid prototyping by means of visual programming.

9. Conclusions

This paper has shown a framework for the generation of visual modelling tools based on meta-modelling and graph grammars. We define the abstract and concrete syntax of the notation using meta-formalisms such as UML class or Entity Relationship Diagrams. With this information, AToM³ is able to automatically generate a tool to process (load/save/verify its correctness) models in the
described notation. The generated tool’s functionality can be further extended by defining manipulations in the graph grammar formalism. This has the advantage of being a high-level, visual and formal notation. As an example of these concepts, we have defined a visual formalism for discrete simulation together with graph grammars for simulation, transformation, optimization and code generation.

In some cases, adding the tool’s functionality by means of graph grammars improves productivity as the abstraction level of graph grammars is higher than usual textual programming languages. Additionally, the user does not have to know implementation details of the tool, and the maintenance is done at the level of models, and not of code. In ATOM³, graph grammars are highly reusable, because it is possible to apply the same graph grammar to models in which there is not an exact match with the LHS of the rules, but a subtyping relationship. On the contrary, computations specified by means of graph transformation are usually less efficient than computations specified with lower level programming languages. Nonetheless, in the opinion of the authors, and for the kind of applications to which this approach has been applied, the benefits are bigger than the drawbacks.

ATOM³ has been used by students in pre- and post-graduate courses at McGill and in Madrid for building small projects. Additionally, it has been used to build modelling environments for DEVS [31], OOCSMP [32] and UML (to analyse model properties via model-checking) [6] as well as to create Zope products [31].

Textual languages can still be processed by ATOM³, as one can build a meta-model for the Abstract Syntax Graph (the structure used by compilers to store a parsed program). Although possible, manually drawing a graph representing a textual program is not a very appealing approach. While visual languages are naturally described by means of (graphical) meta-models, textual languages are more effectively described using Chomsky string grammars [10]. We are currently working in automating as much as possible the translations of meta-models into string grammars and the opposite operation [33].

Another area that is worth exploring is the applicability of graph grammars in education [11]. Not only are they useful to illustrate Discrete-Event Simulation concepts (such as simulation), but their use is also applicable to teaching in other areas, for example to show the animation of algorithms on data structures such as lists, stacks, vectors, and of course graphs. We are also working in formalising concepts applicable to many formalisms, such as inheritance, hierarchy and multiple abstraction levels. Finally, we want to fully automate the process of multi-formalism modelling.
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