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• Dual characterization of approximate degree: Fix ε > 0, and let f : {0, 1}n → R be
given, d = degε(f) ≥ 1. Then there is a function Ψ : {0, 1}n → R such that

ψ̂(S) = 0 (|S| < d)∑
x∈{0,1}n |ψ(x)| = 1∑
x∈{0,1}n ψ(x)f(x) > ε.

• Dual characterization of sign degree: Let f : {0, 1}n → R be given. Then degε(f) > d
if and only if there is a distribution µ over {0, 1}n with

f̂µ(S) = Eµ[f(x)χS(x)] = 0 (|S| ≤ d).

• Let F be the (n, t, f)-pattern matrix. If we plug-in the (n, t, ψ)-pattern matrix Ψ, where ψ
is from the dual characterization of the approximate degree, in the lower-bound

Rδ(F ) ≥ log
〈F,Ψ〉 − 2δ‖Ψ‖1
‖Ψ‖

√
|X||Y |

,

and use the bound from the previous lecture [She09, Theorem 4.3],

‖Ψ‖ = max
S:ψ̂(S) 6=0

√
2n+t

(n
t

)t−|S|
|ψ̂(S)|,

together with the obvious bound

|ψ̂(S)| ≤ 2−t
∑
z

|ψ(z)|,

we obtain the following theorem:

Theorem 1 ([She09, Theorem 4.8]). For the (n, t, f)-pattern matrix F , and ε > 0 and
δ < ε/2, we have

Rδ(F ) ≥ 1

2
degε(f) log(n/t)− log(

1

ε− 2δ
).

• Let F be the (n, t, f)-pattern matrix. Consider the
(
n, t, 2−n

(
n
t

)−t
µf
)

-pattern matrix Ψ,

where µ is from the dual characterization of the approximate degree. Note that Ψ(x, y) =
F (x, y)ν(x, y) where ν is a probability measure on X × Y , where X and Y respectively
correspond to the rows and columns of F . Hence

discν(F ) = discuniform(Ψ) ≤ ‖Ψ‖
√
|X||Y | = ‖Ψ‖

√
2n
(n
t

)t
2t.
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Again using the bound from the previous lecture [She09, Theorem 4.3],

‖Ψ‖ = max
⋃

S:µ̂f(S)6=0

√
2n+t

(n
t

)t−|S|
|µ̂f(S)|,

together with

|µ̂f(S)| ≤ 2−t
∑
z

|µ(z)| ≤ 2−t,

we obtain the following theorem:

Theorem 2 ([She09, Theorem 4.13]). For the (n, t, f)-pattern matrix F ,

disc(F ) ≤
(n
t

)− deg±(f)/2
.

• It is well-known that he Minsky-Papert function

MPm(x) = ∧mi=1 ∨4m2

j=1 xij

satisfies deg±(MPm) ≥ m. Since the (8m3, 4m3,MPm)-pattern matrix is a submatrix of

[f(x, y)]
x,y∈{0,1}4m3 where f(x, y) := MPm(x ∧ y) = ∧mi=1 ∨4m2

j=1 (xij ∧ yij), we conclude that

disc(f) = disc(¬f) ≤ 2−Ω(m),

which in particular shows that f 6∈ PPcc. Since f ∈ Picc2 and ¬f ∈ Σcc
2 we conclude

Theorem 3. We have
Πcc

2 ,Σ
cc
2 6⊆ PPcc.

Recall from the assignment 2 that

Πcc
1 ,Σ

cc
1 ⊆ PPcc.
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