COMP760, SUMMARY OF LECTURE 10.

HAMED HATAMI

Definition of pattern matrices (n,t, f): [She09, Definition 4.1].

The singular values of a pattern matrix (n,t, f): [She09, Theorem 4.3].
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Generalized discrepancy method:

Theorem 1. For every f,h : X xY — {—1,1}, and every probability distribution p on
X xY, we have
E,.fh— 2e

DE(f) = log disc,(h)

Proof. Let P : X xY — {—1,1} be a deterministic protocol with communication cost
c= D!(f) and

Pr,[P(z,y) # f(z,y)] < e

Equivalently E[P(z,y)f(z,y)] > 1 — 2¢. Then

Eu[Ph] =By [fhlip=p) — fhlipgp] = Bufh — 2Pr, [P # f] = Eufh — 2e.
On the other-hand the original discrepancy method shows

1-26
D!(h) >1 _—.
s (h) 2 log, disc, (h)

Replacing § := Pr,[P # h] (equivalently 1 — 20 = E,[Ph]) shows
E,[Ph] E, fh — 2
> 1 K > z
€=70%8 disc,(h) ~ ©8 disc,(h) ’

as desired O

Combining this with the spectral method that we saw earlier we get:

Theorem 2. For f: X xY — {—1,1}, we have

My, W) — 2¢|| W
R(f) 2 log_sup  M0Y) 2L

verXxy || W[ly/[X|]Y]

Proof. We can normalize and assume ||¥|; = 1. Then the correspondense V¥(z,y) =
h(z,y)pu(z,y) with the previous theorem, and the bound discypiform (¥) < [|[¥|l/|X]||Y]
completes the proof. ]
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