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• Definition of pattern matrices (n, t, f): [She09, Definition 4.1].

• The singular values of a pattern matrix (n, t, f): [She09, Theorem 4.3].⋃
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• Generalized discrepancy method:

Theorem 1. For every f, h : X × Y → {−1, 1}, and every probability distribution µ on
X × Y , we have

Dµ
ε (f) ≥ log

Eµfh− 2ε

discµ(h)
.

Proof. Let P : X × Y → {−1, 1} be a deterministic protocol with communication cost
c = Dµ

ε (f) and

Prµ[P (x, y) 6= f(x, y)] ≤ ε.
Equivalently E[P (x, y)f(x, y)] ≥ 1− 2ε. Then

Eµ[Ph] = Eµ
[
fh1[P=f ] − fh1[P 6=f ]

]
≥ Eµfh− 2Prµ[P 6= f ] = Eµfh− 2ε.

On the other-hand the original discrepancy method shows

Dµ
δ (h) ≥ log2

1− 2δ

discµ(h)
.

Replacing δ := Prµ[P 6= h] (equivalently 1− 2δ = Eµ[Ph]) shows

c ≥ log
Eµ[Ph]

discµ(h)
≥ log

Eµfh− 2ε

discµ(h)
,

as desired �

• Combining this with the spectral method that we saw earlier we get:

Theorem 2. For f : X × Y → {−1, 1}, we have

Rε(f) ≥ log sup
Ψ∈RX×Y

〈Mf ,Ψ〉 − 2ε‖Ψ‖1
‖Ψ‖

√
|X||Y |

.

Proof. We can normalize and assume ‖Ψ‖1 = 1. Then the correspondense Ψ(x, y) =

h(x, y)µ(x, y) with the previous theorem, and the bound discuniform(Ψ) ≤ ‖Ψ‖
√
|X||Y |

completes the proof. �
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