
COMP 760 - Fall 2024 - Assignment 3

Due: Nov 11th, 2024

General rules: In solving these questions, you may consult the lecture notes. You can discuss
high-level ideas with each other, but each student must find and write their solution.

1. Let A be a random subset of Zn
2 where each element is included independently with probability

p. By using the material from the lecture notes, prove that the property of A+A = Zn
2 exhibits

a sharp threshold. (First, determine the Θ(·) asymptotic of the critical probability).

2. Let V be a vector space over the reals. Given a function f : {0, 1}n → V , we can write the
fourier expansion of f as f =

∑
f̂(S)χS(x) where f̂(S) = Exf(x)χS(x) ∈ V for every S ⊆ [n].

Similarly, if f : (X,µ)n → V , we can write the Fourier-Walsh expansion of f as f =
∑

FS with
FS : (X,µ)S → V .

(a) For q ≥ 2, let Mk be the vector space of k × k real matrices endowed with the norm

∥M∥q :=

(
k∑

i=1

σq
i

)1/q

,

where σ1 ≥ . . . ≥ σk are the singular values of M . Prove that for even numbers q, we have

∥A+B∥qq + ∥A−B∥qq ≤ (∥A∥q + ∥B∥q)q + (∥A∥q − ∥B∥q)q .

You may use the matrix Hölder inequality:

| trace(A∗B)| ≤ ∥A∥p∥B∥q,

which holds if 1
p + 1

q = 1.

(b) Use the previous part to prove that for every f : Zn
2 → Mk and even q, we have∑

S⊆[n]

√
q − 1

k∥f̂(S)∥2q

1/2

≥
(
Ex∥f(x)∥qq

)1/q
.

3. Let G be a finite Abelian group, and let Vk be the vector space of functions g : G → R endowed
with the Gowers Uk norm:

∥g∥Uk :=

Ex0,...,xk∈G
∏
S⊆[k]

g

(
x0 +

∑
i∈S

xi

)1/2k
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Interrelated applications of the Cauchy-Schwarz inequality implies the so-called Gowers-Cauchy-
Schwarz inequality: ∣∣∣∣∣∣Ex0,...,xk∈G

∏
S⊆[k]

gS

(
x0 +

∑
i∈S

xi

)∣∣∣∣∣∣ ≤
∏
S⊆[k]

∥gS∥Uk ,

for any collection of functions gS : G → R. Use

(a) Prove that for q = 2k, and every h, g : G → R, we have

∥g + h∥q
Uk + ∥g − h∥q

Uk ≤ (∥g∥Uk + ∥h∥Uk)q + (∥g∥Uk − ∥h∥Uk)q .

(b) Use the previous part to prove that for every f : Zn
2 → Vk and q = 2k, we have∑

S⊆[n]

√
q − 1

k∥f̂(S)∥2Uk

1/2

≥
(
Ex∥f(x)∥qUk

)1/q
.

4. Prove the following statements about the hypercube:

(a) Prove that For all −1 < ρ < 1 and 0 < µ ≤ 1, there exists

α = α(ρ, µ) > 0

such that for large enough n, and any subset S ⊆ {−1, 1}n of density at least µ, we have

Pr
x,y

[x ∈ S, y ∈ S] ≥ α,

where x is chosen uniformly at random from {−1, 1}n and y is chosen at random conditioned
on
∑

i xiyi = ⌊ρn⌋.
(b) Prove that for all 0 < δ < 1 and µ1, µ2 ∈ (0, 1), there exists

α = α(δ, µ1, µ2) > 0

such that for any two subsets T,U ⊆ {0, 1}n of densities at least µ1 and µ2, we have

Pr
x,y

[x ∈ T, y ∈ U ] ≥ α− o(1),

where x is chosen uniformly at random from {0, 1}n and y is chosen at random conditioned
on the assumption that dH(x, y) is either ⌊δn⌋ or ⌊δn⌋+ 1 with equal probability.
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