
On Tasks and Rewards



Overview

“Part of the appeal of reinforcement learning is that it is in 
a sense the whole AI problem in a microcosm.” 
– Sutton, 1992
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http://incompleteideas.net/papers/challengeofRL.pdf


The Reward Hypothesis

“...all of what we mean by goals and purposes can be well thought of as maximization of the 
expected value of the cumulative sum of a received scalar signal (reward)” 

-- Sutton (2004), Littman (2017)
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http://incompleteideas.net/rlai.cs.ualberta.ca/RLAI/rewardhypothesis.html
https://www.coursera.org/lecture/fundamentals-of-reinforcement-learning/michael-littman-the-reward-hypothesis-q6x0e


Reward is Enough

“Intelligence, and its associated abilities, can be understood as subserving the maximisation of 
reward by an agent acting in its environment”

-- Silver, Singh, Precup, Sutton (2021)
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https://www.sciencedirect.com/science/article/pii/S0004370221000862


On the Expressivity of
Markov Reward (NeurIPS’2021)

The Reward 
Hypothesis

The Reward-Is-Enough 
Hypothesis
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Formalizing the Reward Hypothesis
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The Two Question View

Expression Question:  Which signal can be used as a mechanism for expressing a given task?
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The Two Question View

Task Question: What is a task?

Expression Question:  Which signal can be used as a mechanism for expressing a given task?

Given any task     and any environment     there is a reward 
function that realizes      in    .

The Reward Hypothesis (formalized) 
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The Two Question View

Task Question: What is a task?

Expression Question:  Which signal can be used as a mechanism for expressing a given task?

Given any task     and any environment     there is a reward 
function that realizes      in    .

The Reward Hypothesis (formalized) 

Assumption. All environments 
are finite Controlled Markov 
Processes (CMPs).
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What is a Task?
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Task Types: SOAPs, POs, TOs

Task Question: What is a task?

Set of Acceptable Policies 
(SOAP)

Trajectory Ordering (TO)Policy Ordering 
(PO)
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Task Types: SOAPs, POs, TOs

Task Question: What is a task?

Set of Acceptable Policies 
(SOAP)

Trajectory Ordering (TO)Policy Ordering 
(PO)

Example:
“I prefer you reach the goal in 5 steps, 
else within 10, else don’t bother.”

Example:
“Reach the goal in less than 10 
steps in expectation.”

Example:
I prefer safely reaching the goal
and avoid lava at all costs.
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Task Realization

MD
P

SOAP    PO     
TO

The RH: Given any task     and any environment     there is a 
reward function that realizes      in    .

Task
Markov
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Task Realization

Set of Acceptable Policies 
(SOAP)

Trajectory Ordering (TO)Policy Ordering 
(PO)

SOAP    PO     
TO

The RH: Given any task     and any environment     there is a 
reward function that realizes      in    .
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Recap

What is a task?
SOAP    PO     
TO

Which signal can be used to express any task? The RH: Reward

Given any task     and any environment                                  ,
is there a Markov reward function that realizes      in    ?

MAIN QUESTION
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Question 1: What Can Reward Express?

Given any task     and any environment                                  ,
is there a Markov reward function that realizes      in    ?

MAIN QUESTION
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Expressivity Example 1
What kinds of SOAPs are not expressible?

SOAP = “Always go in the same direction”
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Expressivity Example 2
What kinds of SOAPs are not expressible?

XOR Problem ...Other types?
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Question 2: Can We Find the Realizing Rewards?

SOAP
s

PO
s

TOs

Reward can express
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Main Result 2: Reward Design

Environment Task

Given: Output:

Or,     , if
no    exists.
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Algorithm: SOAP Reward Design
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Recap
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Given any task     and any environment                                  ,
is there a Markov reward function that realizes      in    ?

MAIN QUESTION



Other Analysis: Two Kinds of SOAP

“range” SOAP “equal” SOAP
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Multi-Environment

Other Analysis
Extensions of Main Results
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Limitations & Assumptions

Task.

>  Tasks of interest are SOAPs, 
POs, and TOs.

Task Realization.

>  Start-state value determines 
task realization.
>  Ignore learning dynamics.

Reward Functions.

>  Deterministic.
>  Markov.

Environment.

>  Finite CMPs.
>      is part of    .
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Experiment 1: SOAP Expressivity
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Experiment 3: Learning with SOAP Rewards (Grid)
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Main Result Overview

Main Result
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“Always go in the same direction”


