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V
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A
ctio

n
s

an
d

co
n

seq
u

en
ces

�

S
o

far,w
e

have
focused

on
w

ays
ofm

odeling
a

stochastic,

uncertain
w

orld

�

B
utintelligentagents

should
be

notonly
observers,butactors

I.e.
they

should
choose

actions
in

a
rationalw

ay

�

M
ostoften,actions

produce
as

a
consequence

changes
in

the

w
orld

P
earlexam

ple:
buying

a
baseballticket

�

H
ow

should
w

e
choosing

betw
een

buying
and

notbuying
a

ticket???



P
referen

ces

�

A
rationalm

ethod
w

ould
be

to
evaluate

the
benefit(desirability,

or
value)

ofeach
consequence

and
w

eigh
these

by
the

probabilities
ofthe

consequences

�

W
e

w
illcallthe

consequences
ofan

action
p

ayo
ffs

or
p

rizes

�

In
order

to
com

pare
differentactions

w
e

need
to

know
,for

each

one,the
setofconsequences

C
�

� c
1�����

c
n�

and
a

probability

distribution
over

the
consequences, P

,s.t.∑
i P

� c
i�

�

1
.

�

A
pairL

�
� C

� P

�

is
called

a
lo

ttery
(Luce

and
R

aiffa,1957)

�

S
o

choosing
betw

een
actions

am
ounts

to
choosing

betw
een

lotteries



L
o

tteries

�

A
lottery

can
be

represented
as

a
listofpairs,e.g.

L

�
� A� p;B�� 1 �

p��

or
as

a
tree-like

diagram
:

L

p

1
−

p

AB

�

A
gents

have
preferences

over
payoffs:

–
A

�

B
-A

preferred
to

B

–
A

�

B
-

indifference
betw

een
A

and
B

–
A

��

B
-B

notpreferred
to

A

�

In
order

for
an

agentto
actrationally,its

preferences
have

to

obey
certain

constraints



E
xam

p
le:

Tran
sitivity

S
uppose

an
agenthas

the
follow

ing
preferences:B

�

C
,A

�

B
,

C

�

A
,and

itow
ns

C
.

IfB

�

C
,then

the
agentw

ould
pay

(say)
1

centto
getB

IfA

�

B
,then

the
agent,w

ho
now

has
B

w
ould

pay
(say)

1
cent

to

getA

IfC

�

A
,then

the
agent(w

ho
now

has
A

)
w

ould
pay

(say)
1

cent
to

getC

A

B
C

1c
1c

1c

T
he

agentlooses
m

oney
forever!



T
h

e
A

xio
m

s
o

f
U

tility
T

h
eo

ry

T
hese

specify
constraints

over
the

preferences
thata

rationalagent

can
have:

1.
O

rderability:
A

linear
and

transitive
preference

relation
m

ust

existbetw
een

the
prizes

ofany
lottery

�

Linearity:

� A

�

B
� �
� B

�
A

� �
� A

�

B

�

�

Transitivity:

� A

�

B

���
� B

�
C

���

� A

�

C

�

2.
C

ontinuity:
IfA

�

B

�

C
,then

there
exists

a
lottery

L
w

ith

prizes
A

and
C

thatis
equivalentto

receiving
B

for
sure:

�

p

� L

�
� p

� A
;

1 �

p
� C
� �

B

T
he

probability
p

atw
hich

equivalence
occurs

can
be

used
to

com
pare

the
m

eritof B
w

.r.tA
and

C



3.
S

ubstitutability:
A

dding
the

sam
e

prize
w

ith
the

sam
e

probability
to

tw
o

equivalentlotteries
does

notchange
the

preference
betw

een
them

:

F
or

any
L

1� L
2� L

3� 0�
p�

1� L
1 �

L
2 �

� p� L
1 ;� 1 �

p� � L
3� �

� p� L
2 ;� 1 �

p� � L
3�

4.
M

onotonicity:
Iftw

o
lotteries

have
the

sam
e

prizes,the
one

producing
the

bestprize
m

ostoften
is

preferred

A

�

B

�
� p� A
;� 1 	

p
 � B� ��
� p 

� A
;� 1 	

p 

 � B� iffp

�

p 

5.
R

eduction
ofcom

pound
lotteries

(“N
o

fun
in

gam
bling”):

F
or

any

lotteries
L

1
and

L
2

�
� p

� C
1 ;� 1 �

p

� � C
2� ,

� p� L
1 ;� 1 	

p
 � L
2� �

� p� L
1 ;� 1 	

p
 q� C
1 ;� 1 	

p
� 1 	
q
 C

2�



M
axim

izin
g

exp
ected

u
tility

(M
E

U
)

Ifan
agenthas

rationalpreferences,his
behavior

is
describable

as

m
axim

ization
ofexpected

utility
T

h
eo

rem
:

(R
am

sey,1931;von
N

eum
ann

and
M

orgenstern,1944):
G

iven
a

preference
relation

over
lotteries

satisfying
the

axiom
s

of
utility

theory,there
exists

a
real-valued

function
U

on
the

setof
prizes

C
such

that

L
1

�
�

L
2

iffU

� L
1� �

U

� L
2�

w
here

U

�� p
1� C

1 ;

���;
p

n� C
n�� �

∑i
p

i U
� C

i�
P

roof:
see

P
earlbook

and
board



A
ctin

g
u

n
d

er
U

n
certain

ty

�

M
E

U
p

rin
cip

le:
C

hoose
the

action
thatm

axim
izes

expected

utility.
M

ostw
idely

accepted
as

a
standard

for
rationalbehavior

�

N
ote

thatan
agentcan

be
entirely

rational(consistentw
ith

M
E

U
)

w
ithoutever

representing
or

m
anipulating

utilities
and

probabilities

E
.g.,a

lookup
table

for
perfecttic-tac-toe

�

R
andom

choice
m

odels:
choose

the
action

w
ith

the
highest

expected
utility

m
ostofthe

tim
e,butkeep

non-zero
probabilities

for
other

actions
as

w
ell

–
A

voids
being

too
predictable

–
Ifutilities

are
notperfect,allow

s
for

exploration

�

M
inim

izing
regret



U
tilities

�

U
tilities

m
ap

states
to

realnum
bers.

H
ow

do
w

e
getthese

num
bers?

�

T
he

proofofthe
utility

theorem
suggests

thata
w

ay
to

obtain

these
num

bers
is

by
com

paring
a

given
prize

A
w

ith
a

standard

(calibration)
lottery

L
p

thathas

–
“bestpossible

prize” u

�

w
ith

probability
p

–
“w

orstpossible
catastrophe”u

�

w
ith

probability

� 1 �

p

�

U
sually

utilities
are

norm
alized:u

�

�

1�
0

,u

�

�

0�

0

�

A
djustlottery

probability
p

untilA

�

L
p .

T
hen

p
is

used
as

the

utility
ofA

.



U
tility

scales

�

N
ote

thatgiven
a

preference
behavior,the

utility
function

is
N

O
T

u
n

iq
u

e

�

E
.g.

behavior
is

invariantw
.r.t.

additive
linear

transform
ations:

U

�� x�
�

k
1 U

� x� �
k

2
w

here
k

1 �

0

�

W
ith

determ
inistic

prizes
only

(no
lottery

choices),only
o

rd
in

al

u
tility

can
be

determ
ined,i.e.,totalorder

on
prizes



M
o

n
ey

�

S
uppose

you
had

to
choose

betw
een

tw
o

lotteries:

–
L

1 :
w

in
$1

m
illion

for
sure

–
L

2 :
5

m
illion

w
.p.

0.1,1
m

illion
w

.p.
0.89

and
nothing

w
.p.

0.01

�

S
uppose

you
had

to
choose

betw
een

tw
o

lotteries:

–
L

3 :
5

m
illion

w
.p.

0.1,nothing
w

.p.
0.9

–
L

4 :
1

m
illion

w
.p.

0.11,nothing
w

.p.
0.89

�

S
ee

also
B

ernoulli’s
paradox

�

P
eople

are
risk-averse



D
ecisio

n
n

etw
o

rks

A
dd

action
nodes

(rectangles)
and

utility
nodes

(diam
onds)

to
belief

netw
orks

to
enable

rationaldecision
m

aking

U

A
irport S

ite

D
eaths

N
oise

C
ost

Litigation

C
onstruction

A
ir T

raffic

1.
F

or
each

value
ofaction

node:

com
pute

expected
value

ofutility
node

given
action,evidence

2.
R

eturn
M

E
U

action



E
xam

p
le:

V
alu

e
o

f
In

fo
rm

atio
n

B
uying

oildrilling
rights:

�

Tw
o

blocks
A

and
B

,exactly
one

has
oil,w

orth
k

�

P
rior

probabilities
0.5

each,m
utually

exclusive

�

C
urrentprice

ofeach
block

is
k

� 2

�

C
onsultantoffers

accurate
survey

ofA

W
hatis

a
fair

price
for

the
survey?



S
o

lu
tio

n
fo

r
th

e
exam

p
le

C
om

pute
expected

value
ofinform

ation
=

expected
value

ofbest

action
given

the
inform

ation
m

inus
expected

value
ofbestaction

w
ithoutinform

ation

S
urvey

m
ay

say
“oilin

A
”

or
“no

oilin
A

”,w
ith

probability
0.5

each:

=
[0�

5

�

value
of“buy

A
”

given
“oilin

A
”

+
0 �

5

�

value
of“buy

B
”

given
“no

oilin
A

”]

–
0

=

� 0�

5

�

k

� 2

� �
� 0�

5

�

k

� 2

� �

0

�

k

� 2



V
alu

e
o

f
P

erfect
In

fo
rm

atio
n

(V
P

I)

C
urrentevidence

E
,currentbestaction

α
P

ossible
action

outcom
es

c
i ,potentialnew

evidence
X

E
U

� α
� E
�
�

m
axa

∑i
U

� c
i� P

� c
i

� E

� a

�

S
uppose

w
e

knew
X

�

x.
T

hen
w

e
w

ould
choose

α
x

s.t.

E
U

� α
x

� E

� X

�

x�
�

m
axa

∑
i

U

� c
i� P

� c
i

� E

� a

� X

�

x�

X
is

a
random

variable
w

hose
value

is
currently

unknow
n

�

w
e

m
ustcom

pute
expected

gain
over

allpossible
values:

V
P

IE� X

�

∑k

P� X

�

x

� E
 E
U

� α
x

� E� X

�

x
 	
E

U

� α

� E




P
ro

p
erties

o
f

V
P

I

�

N
o

n
n

eg
ative:�

X

� E
V

P
IE

� X

���

0
N

ote
thatV

P
Iis

an
expectation!

D
epending

on
the

actualvalue

w
e

find
forX

,there
can

actually
be

a
loss

post-hoc

�

N
o

n
ad

d
itive—

e.g.
consider

obtaining
X

tw
ice

V
P

IE

� X

� Y
� �
�

V
P

IE

� X

� �

V
P

IE

� Y

�

�

O
rd

er-in
d

ep
en

d
en

t

V
P

IE

� X

� Y

�
�

V
P

IE

� X

� �

V
P

IE� X
� Y
�
�

V
P

IE

� Y

� �

V
P

IE� Y

� X

�

N
ote:

w
hen

m
ore

than
one

piece
ofevidence

can
be

gathered,

m
axim

izing
V

P
Ifor

each
to

selectone
m

yopic
strategy

is
notalw

ays

optim
al

�

evidence-gathering
becom

es
a

seq
u

en
tialdecision

problem



Q
u

alitative
b

eh
avio

rs

T
here

are
three

possible
cases:

�

C
hoice

is
obvious,inform

ation
w

orth
little

�

C
hoice

is
nonobvious,inform

ation
w

orth
a

lot

�

C
hoice

is
nonobvious,inform

ation
w

orth
little

P
(

U
 | E

)j
P

(
U

 | E
)j

P
(

U
 | E

)j

(a) 
(b)

(c)

U
U

U
U

  1
U

  2
U

  2
U

  2
U

  1
U

  1

Inform
ation

has
value

to
the

extentthatitis
likely

to
cause

a
change

in
plan,and

the
new

plan
is

significantly
better

than
the

old
one



S
u

m
m

ary:
D

ecisio
n

m
akin

g
u

n
d

er
u

n
certain

ty

�

To
m

ake
decisions

under
uncertainty,w

e
need

to
know

the

likelihood
(probability)

ofdifferentpossible
outcom

es,and
have

preferences
am

ong
the

outcom
es:

D
ecision

T
heory

=
P

robability
T

heory
+

U
tility

T
heory

�

A
n

agentw
ith

consistentpreferences
has

a
utility

function,

w
hich

associates
a

realnum
ber

to
each

possible
state

�

R
ationalagents

try
to

m
axim

ize
their

expected
utility.

�

U
tility

theory
allow

s
us

to
determ

ine
w

hether
gathering

m
ore

inform
ation

is
valuable.

�

N
exttim

e:
sequentialdecision

m
aking

(M
arkov

D
ecision

P
rocesses)


