
L
ectu

re
2:

B
ayesian

In
feren

ce

�

R
andom

variables
and

probabilities

�

B
eliefs

�

C
onditionalprobability

and
B

ayes
rule

�

Independence
ofrandom

variables

�

U
sing

B
ayes

rule
for

inference

�

C
onditionalindependence



R
an

d
o

m
variab

les
an

d
p

ro
b

ab
ility

�

A
ran

d
o

m
variab

le�

describes
an

outcom
e

thatcannotbe

determ
ined

in
advance

(e.g.
the

rollofa
die)

�

T
he

sam
p

le
sp

ace�
ofa

random
variable�

is
the

setofallpossible

values
ofthe

variable

E
.g.

For
a

die,���
���
�
	
���
�

���
���
�

�

A
n

even
t

is
a

subsetof�

.
E

.g.� �
� �
�

corresponds
to

a
die

rollof1

�

U
sually,random

variables
are

stillgoverned
by

som
e

law
ofnature,

described
as

a
p

ro
b

ab
ility

fu
n

ctio
n�

defined
on�

.����
�

defines
the

chance
thatvariable�

takes
value�

�
�

.

E
.g.

for
a

die
rollw

ith
a

fair
die,�� �� �

�� 	� �
��� �
�� �� �

��

N
o

te:
W

e
stillcannotdeterm

ine
the

value
of�

,justthe
chance

of

encountering
a

given
value



D
iscrete

ran
d

o
m

variab
les

If�

is
a

discrete
variable,then

a
probability

space�� �
�

has
the

follow
ing

properties:

�
�
����
�
� �
��� �
�
�

and

�� �
�� �
� �
�



C
o

n
tin

u
o

u
s

ran
d

o
m

variab
les

�

If �

is
a

continuous
random

variable,its
probability

density

function�� �
�

has
the

follow
ing

properties:
�
�
����
� � � �
�
�

and

����
� �� �
�

N
ote

thatin
this

case�� �
�

can
be

greater
than

1,because
itis

n
o

t
a

probability
value

�

F
or

continuous
variables,w

e
can

also
define

a
cu

m
u

lative

d
istribu

tio
n

fu
n

ctio
n

,

� ,w
hich

takes
values

betw
een

0
and

1:

����� �

��
�

�� �
� ��

�����

is
the

probability
thatrandom

variable�

has
value

less

than
or

equalto�

.



Term
in

o
lo

g
y

�

T
he

n
-th

m
o

m
en

t
o

f
a

ran
d

o
m

variab
le �

is
defined

as:

�
� �

�� �
�

��� �
�

�

T
he

firstm
om

entis
called

the
exp

ectatio
n

or
m

ean
:

�� �
� �

�
� �

�� �
��� �

�

E
.g.

for
a

rollw
ith

a
fair

die,the
expectation

is:

�
� �

��� ����
���
��	
��

� �� � �� �

�
��

N
o

te:
A

s
illustrated

above,the
expectation

is
n

o
t

the
value

w
e

expectto
see

the
m

ost.



A
n

d
m

o
re

term
in

o
lo

g
y...

�

T
he

varian
ce

is
defined

as:

� ��
� �
� �

�
�

�
�

�� �
�� �

�� �
�� �

� �

�

T
he

stan
d

ard
d

eviatio
n

� �

� ��
� �
�

evaluates
the

“spread”
of�

w
ith

respectto
its

m
ean



B
eliefs

�

W
e

w
illuse

probability
in

order
to

describe
the

w
orld

and
the

existing
uncertainties

�

B
eliefs

(also
called

B
ayesian

or
subjective

probabilities)
relate

logicalpropositions
to

the
currentstate

ofknow
ledge

�

B
eliefs

are
su

b
jective

assertions
aboutthe

w
orld,given

one’s

state
ofknow

ledge

E
.g.

�� S
om

e
day

A
Iagents

w
illrule

the
w

orld� �
� ��

reflects
a

personalbelief,based
on

one’s
state

ofknow
ledge

about

currentA
I,technology

trends,etc.

�

D
ifferentagents

m
ay

hold
differentbeliefs

�

P
rio

r
(u

n
co

n
d

itio
n

al)
b

eliefs
denote

beliefprior
to

the
arrival

ofany
new

evidence.



A
xio

m
s

o
f

p
ro

b
ab

ility

B
eliefs

satisfy
the

axiom
s

ofprobability.

F
or

any
propositions

�
, �

:

1.

�
�

�� ��
� �

2.

�����
��� �
�

3.

�� �
� �

� �
�� ����
�� �

� �
�� �
� �

� ,or
equivalently,

�� �
� �

� �
�� ����
�� �

�
if �

and �

are
m

utually
exclusive

T
he

axiom
s

ofprobability
lim

itthe
class

offunctions
thatcan

be

considered
probability

functions.

U
sing

functions
thatdisobey

these
law

s
as

probabilities
can

force

suboptim
aldecisions

(de
F

inetti,1931).



D
efi

n
in

g
p

ro
b

ab
ilistic

m
o

d
els

�

W
e

define
the

w
orld

as
a

setofrandom
variables

� �
� �� ����
�� .

�

A
p

ro
b

ab
ilistic

m
o

d
elis

an
encoding

ofprobabilistic

inform
ation

thatallow
s

us
to

com
pute

the
probability

ofany

eventin
the

w
orld

A
sim

ple
probabilistic

m
odel:

�

W
e

divide
the

w
orld

into
a

setofelem
entary,m

utually
events,

called
states

E
.g.

Ifthe
w

orld
is

described
by

tw
o

B
oolean

variables

�� �

,a

state
w

illbe
a

com
plete

assignm
entoftruth

values
for �

and �

.

�

A
jo

in
t

p
ro

b
ab

ility
d

istribu
tio

n
fu

n
ctio

n
assigns

non-negative

w
eights

to
each

event,such
thatthese

w
eights

sum
to

1.



In
feren

ce
u

sin
g

jo
in

t
d

istribu
tio

n
s

E
.g.

S
uppose �

���
��
���

and

� ��
���

are
the

random
variables:

�
���
��
��� �
��
��
�
���
��
��� �
� ��
	�

� ��
��� �
��
��

� �� 

� ���

� ��
��� �
� ��
	�

� �� �

� �
�

T
he

unconditionalprobability
ofany

proposition
is

com
putable

as

the
sum

ofentries
from

the
fulljointdistribution

E
.g.

�� � ��
���� �

�� � ��
��� � �
���
��
���� �

�� � ��
��� ��
�
���
��
���� �
� ��



C
o

n
d

itio
n

alp
ro

b
ab

ility

T
he

basic
statem

ents
in

the
B

ayesian
fram

ew
ork

talk
about

co
n

d
itio

n
alp

ro
b

ab
ilities.

�� �
�
�

�

is
the

beliefin
event �

given

thatevent�

is
know

n
w

ith
absolute

certainty:

�� �
�
�

� �
�� �

� �
�

�� �
�

if

�� �
�

�

�
�

N
ote

thatw
e

can
use

either
the

setintersection
or

the
logical“and”

notation
above.

T
he

p
ro

d
u

ct
ru

le
gives

an
alternative

form
ulation:

�� �
� �

� �
�� �

�
�

�
�� �

� �
�� �

� ��
�� ��



B
ayes

ru
le

B
ayes

ru
le

is
another

alternative
form

ulation
ofthe

productrule:

�� �
�
�

� �
�� �

� ��
�� ��

�� �
�

T
he

co
m

p
lete

p
ro

b
ab

ility
fo

rm
u

la
states

that:

�� �� �
�� �

�
�

�
�� �

� �
�� �

� ��
�

�� ��
�

or
m

ore
generally,

�� �� �

�

�� �
���
��

�� �
�� �

w
here

�

�

form
a

setofexhaustive
and

m
utually

exclusive
events.



C
h

ain
ru

le

C
hain

rule
is

derived
by

successive
application

ofproductrule:

�� ��� ���� �
�� �

�

�� ��� ���� �
�
���

�� �
�

� ��� ���� �
�
���

�

�� ��� ���� �
�
���

�� �
�
��

� ��� ���� �
�
���

�� �
�

� ��� ���� �
�
���

�

���

�

��
��

�� �
�

� ��� ���� �
� ���



S
im

p
so

n
’s

p
arad

ox
(P

earl,p
.495)

T
he

follow
ing

table
describes

the
effectiveness

ofa
certain

drug
on

a
population:

M
ale

Fem
ale

O
verall

R
ecovered

D
ied

R
ecovered

D
ied

R
ecovered

D
ied

D
rug

used
15

40
90

50
105

90

N
o

drug
20

40
20

10
40

50

G
ood

new
s:

the
ratio

ofrecovery
for

the
w

hole
population

increases

from
40/50

to
105/90

B
u

t
th

e
ratio

o
f

recovery
d

ecreases
fo

r
b

o
th

m
ales

an
d

fem
ales!



U
sin

g
B

ayes
ru

le
fo

r
in

feren
ce

O
ften

w
e

w
antto

form
a

hypothesis
aboutthe

w
orld

based
on

observable
variables.

B
ayes

rule
is

fundam
entalw

hen
view

ed
in

term
s

ofstating
the

beliefgiven
to

a
hypothesis

�

given
evidence� :

�� �
� �� �

�� �
� �
�

�� �
�

�� ��

�

�� �
� ��

is
som

etim
es

called
p

o
sterio

r
p

ro
b

ab
ility

�

�� �
�

is
called

p
rio

r
p

ro
b

ab
ility

�

�� �
� �
�

is
called

likelih
o

o
d

�

�� ��

is
justa

norm
alizing

constant,thatcan
be

com
puted

from

the
requirem

entthat

�� �
� �� �

�� �
�

� �� �
�

:

�� �� �
�� �

� �
�

�� �
� �

�� �
� �

�
�

�� �
�

�
S

om
etim

es
w

e
w

rite

�� �
� �� �

�
�� �

� �
�

�� �
�



E
xam

p
le:

M
ed

icalD
iag

n
o

sis

A
doctor

know
s

thatm
eningitis

causes
a

stiffneck
80%

ofthe
tim

e.

S
he

know
s

thatifa
person

is
selected

random
ly

from
the

population,there
is

a
1/10000

chance
ofthe

person
having

m
eningitis.

1
in

100
people

suffer
from

a
stiffneck.

You
go

to
the

doctor
com

plaining
aboutthe

sym
p

to
m

ofhaving
a

stiffneck.
W

hatis
the

probability
thatm

eningitis
is

the
cau

se
ofthis

sym
ptom

?

Let�

be
m

eningitis,�

be
stiffneck:

�� �
� �� �

�� �
� �
�

�� �
�

�� ��
�

� �

�

� ���� �

� ��

�
� ����




C
o

m
b

in
in

g
p

red
ictive

an
d

d
iag

n
o

stic
su

p
p

o
rt

Itis
convenientto

re-w
rite

B
ayes

rule
in

term
s

ofo
d

d
s

and

likelih
o

o
d

ratio
s:

�� �
� ��

�� �
�

� �� �

�� �
� �
�

�� �
� �

�
�

�� �
�

�� �
�

�

D
efine

the
p

rio
r

o
d

d
s

(predictive
support)

as
:

�� �
� �

�� �
�

�
�

�� �
� �

�� �
�

�
�

�� �
�

D
efine

the
likelih

o
o

d
ratio

(diagnostic
support)

as:

�� �
� �
� �

�� �
� �
�

�� �
� �

�
�

T
hen

the
p

o
sterio

r
o

d
d

s
are:

�� �
� �� �

�� �
� �
�

�� �
�



C
o

m
p

u
tin

g
co

n
d

itio
n

alp
ro

b
ab

ilities

Typically,w
e

are
interested

in
the

posterior
jointdistribution

ofsom
e

q
u

ery
variab

les

�
given

specific
values�

for
som

e
evid

en
ce

variab
les

�

Letthe
h

id
d

en
variab

les
be

� �
�

�
�

�
�

Ifw
e

have
a

jointprobability
distribution,w

e
can

com
pute

the

answ
er

by
“sum

m
ing

out”
the

hidden
variables:

�� �
� �� �

�
�� �� �� �

�

�
�� �� ����

�
B

ig
p

ro
b

lem
:

th
e

jo
in

t
d

istribu
tio

n
is

to
o

b
ig

to
h

an
d

le!



E
xam

p
le

S
uppose

w
e

consider
m

edicaldiagnosis,and
there

are
100

different

sym
ptom

s
and

testresults
thatthe

doctor
could

consider.
A

patient

com
es

in
com

plaining
offever,stiffneck

and
nausea.

T
he

doctor

w
ants

to
com

pute
the

probability
ofm

eningitis.

�

T
he

probability
table

has

� �
	

�
�
�

entries!

�

F
or

com
puting

the
probability

ofa
disease,w

e
have

to
sum

out

over
97

hidden
variables!



In
d

ep
en

d
en

ce
o

f
ran

d
o

m
variab

les

Tw
o

random
variables�

and

�

are
in

d
ep

en
d

en
t

(denoted

�� �
� �� )

ifknow
ledge

about �

does
notchange

the
uncertainty

about�

and
vice

versa.

�� �
� �� �

�� �
�

(and
vice

versa)

or
equivalently,

�� �
� �� �

�� �
�

�� ��

If

�

B
oolean

variables
are

independent,the
w

hole
jointdistribution

can
be

com
puted

as:

�� �
�� ����
�� �

�

�� �
��

O
n

ly

�

n
u

m
b

ers
are

n
eed

ed
to

sp
ecify

th
e

jo
in

t,in
stead

o
f	

�

B
utabsolute

independence
is

a
very

strong
requirem

ent,seldom

m
et



C
o

n
d

itio
n

alin
d

ep
en

d
en

ce

Tw
o

variables �

and
�

are
co

n
d

itio
n

ally
in

d
ep

en
d

en
t

given

�

if:
�� �

� � ���
� �

�� �
� �
� ��� �
�� ���

T
his

m
eans

thatknow
ing

the
value

of �

does
notchange

the

prediction
about�

is
the

value
of�

is
know

n.

W
e

denote
this

by

�� �
� �

� �� .
N

ote
thatP

earluses
the

notation

�� �
� �� ��



E
xam

p
le

C
onsider

the
dentistproblem

w
ith

three
random

variables:

�
���
��
��� ,� ��
��� ,� ��
��

(steelprobe
catches

in
m

y
tooth)

T
he

fulljointdistribution
has	

�
��

=
7

independententries

IfIhave
a

cavity,the
probability

thatthe
probe

catches
in

itdoes
n

o
t

depend
on

w
hether

Ihave
a

toothache:

�� � ��
��

� �
���
��
���� � ��
���� �

�� � ��
��

� � ��
����

(1)

I.e.,� ��
��

is
co

n
d

itio
n

ally
in

d
ep

en
d

en
t

of�
���
��
���

given

� ��
���

T
he

sam
e

independence
holds

ifIdo
nothave

a
cavity:

�� � ��
��

� �
���
��
�����
� ��
���� �

�� � ��
��

� �
� ��
����

(2)



E
xam

p
le

(co
n

tin
u

ed
)

F
ulljointdistribution

can
now

be
w

ritten
as:

�� �
���
��
���� � ��
��� � ��
���� �

�

�� �
���
��
���� � ��
��

� � ��
����

�� � ��
����

�

�� �
���
��
���

� � ��
����

�� � ��
��

� � ��
����

�� � ��
����

I.e.,2
+

2
+

1
=

5
independentnum

bers
(equations

1
and

2
rem

ove

tw
o

num
bers)

M
uch

m
ore

im
portantsavings

happen
ifthe

system
has

lots
of

variables!



N
aive

B
ayesian

m
o

d
el

A
com

m
on

assum
ption

in
early

diagnosis
is

thatthe
sym

ptom
s

are

independentofeach
other

given
the

disease

�

Let�
�� ����
�

be
the

sym
ptom

s
exhibited

by
a

patient(e.g.

fever,headache
etc)

�

Let

�

be
the

patient’s
health

status

�

T
hen

by
using

the
naive

B
ayes

assum
ption,w

e
get:

�� �
� �
�� ����
�� �

�� �
�

�� �
�

� �
�

�

�

�

����
�

� �
�

�

T
he

odds
ofhealth

state
given

the
sym

ptom
s

is
also

easy
to

com
pute:

�� �
� ��� ����
�� �

�� �
�

��
��

�� �
�

� �
�



R
ecu

rsive
B

ayesian
u

p
d

atin
g

T
he

naive
B

ayes
assum

ption
allow

s
also

for
a

very
nice,increm

ental

updating
ofbeliefs

as
m

ore
evidence

is
gathered

S
uppose

thatafter
know

ing
sym

ptom
s�

�� ����
�

the
odds

of

�

are:

�� �
� �� ����
�� �

�� �
�

��
��

����
�

� �
�

W
hathappens

ifa
new

sym
ptom

s�
�

� �
appears?

�� �
� �� ����
�� �
�

� �� �
�� �

� �
� �

�
��

����
�

� �
� �

�� �
� �� ����
��

�� �
�

� �
� �
�

A
n

even
nicer

form
ula

can
be

obtained
by

taking
logs:

�
�

�

�� �
� �� ����
�� �
�

� �� �
�

�
�

�� �
� �� ����
�� �

�
�

�

�� �
�

� �
� �
�



A
p

p
licatio

n
:

L
earn

in
g

to
classify

text

Targetconcept
�

����
�	�
�
����
��
����
�
��
�

� �
� ��

1.
R

epresenteach
docum

entby
vector

ofw
ords:

one
attribute

per

w
ord

position
in

docum
ent

2.
Learning:

U
se

training
exam

ples
to

estim
ate

�� �
� ,

�� �� ,

�� ���
�
�
� ,

�� ���
� ��

N
aive

B
ayes

conditionalindependence
assum

ption

�� ���
�
�

�� �
�	
�
��
�����
�

�
��

����
�
�
��

�
�

��
w

here

����
�
�
��

�
�

��

is
probability

thatw
ord

in
position�

is�� ,
given�

�

O
ne

m
ore

assum
ption:

�� �
�
�
��

�
�

�� �
�� �� �
��

�
�

�� ���
�� �



N
aive

B
ayes

L
earn

in
g

fo
r

Text

Input:

��
��
� �
�	

(the
setofdocum

ents),�

(the
appropriate

classifications)

1.
C

ollectallw
ords

and
other

tokens
thatoccur

in

��
��
� �
�	

into

a

�
���
���
��
�

2.
F

or
each

targetvalue�
�

in
�

do

�

���	�

contains
the

docum
ents

w
ith

targetvalue�
�

�

�� ��� �
� ���
�� �

���
���� �	��

�

�

is
the

totalnum
ber

ofw
ords

in
���	�

(counting
duplicate

w
ords

m
ultiple

tim
es)

�

F
or

each
w

ord��

in

�
���
���
��
�

–

��

is
the

num
ber

oftim
es

w
ord��

occurs
in

���	�
–

�� ��
�
�

�� �

��
� �

�
��	� ��
�
�
����



U
sin

g
th

e
N

aive
B

ayes
C

lassifi
er

Input:
a

new
docum

ent�
��

1.� �	����
�	�

allw
ord

positions
in �

��

thatcontain
tokens

found
in

�
���
���
��
�

2.
R

eturn�
��

,w
here

�
�� �
� �

���
� �

�� � �
�� ���

��� �
�
��
�
�
��

�� �
�

�
�

��



Tw
en

ty
N

ew
sG

ro
u

p
s

G
iven

1000
training

docum
ents

from
each

group,learn
to

classify

new
docum

ents
according

to
w

hich
new

sgroup
they

cam
e

from

com
p.graphics

m
isc.forsale

com
p.os.m

s-w
indow

s.m
isc

rec.autos
com

p.sys.ibm
.pc.hardw

are
rec.m

otorcycles
com

p.sys.m
ac.hardw

are
rec.sport.baseball

com
p.w

indow
s.x

rec.sport.hockey
alt.atheism

sci.space
soc.religion.christian

sci.crypt
talk.religion.m

isc
sci.electronics

talk.politics.m
ideast

sci.m
ed

talk.politics.m
isc

talk.politics.guns

N
aive

B
ayes:

89%
classification

accuracy

F
o

r
text

classifi
catio

n
,N

aive
B

ayes
o

b
tain

s
resu

lts
co

m
p

arab
le

to
any

o
th

er
learn

in
g

alg
o

rith
m



T
h

ree
p

riso
n

ers
d

ilem
m

a

T
hree

prisoners, �
, �

and

�

have
been

tried
for

m
urder.

O
ne

of

them
has

been
found

guilty
and

w
illbe

executed
tom

orrow
,the

others
w

illbe
released.

T
he

identity
ofthe

condem
ned

prisoners
is

revealed
to

the
guard,butnotthe

prisoners
them

selves.
P

risoner�

calls
the

guard
and

asks:
“P

lease
give

this
letter

to
one

ofm
y

friends
w

ho
w

illbe
released.”

T
he

guard
agrees

to
do

it.
A

n
hour

later, �

calls
the

guard
and

asks
w

hom
he

gave
the

letter
to.

T
he

guard
answ

ers:
“Igave

itto �

”.

N
ow

�

is
thinking:

“B
efore

Italked
to

the
guard,m

y
chance

ofbegin

executed
w

as
1/3,now

itdropped
to

1/2!
W

hatdid
Ido

w
rong?


