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The following seems to capture the quintessence of 
a situation that is not unusual in distributed pro- 
cessing. Consider a finite, directed graph. If the graph 
contains an edge from node A to node B, we call B ‘a 
successor of A’, and A ‘a predecessor of B’. We assume 
the existence of a node without incoming edges; this 
node will be called ‘the environment’ (because it acts 
as such with respect to the rest of the graph). The 
other nodes will be called ‘the internal nodes’. 

For each node its initial state will be called ‘the 
neutral state’. A so-called ‘diffusing computation’ is 
started when the environment sends - of its own 
accord, so to speak - a message to one or more of its 
successors; it is supposed to do this just once. After 
reception of its first message, an internal node is free 
to send messages to its successors. It is this feature 
that inspired the name ‘diffusing computation’. 

We shall confine our attention to diffusing compu- 
tations for which it can be proved that also each inter- 
nal node will send only a finite number of messages. 
For such a computation eventually each node will 
reach the situation in which it neither sends nor 
receives any more messages; when all nodes have 
reached that state, the whole graph is as dead as a 
doornail and the diffusing computation is defined to 
have terminated. 

Our problem is the design of a signalling scheme - 
to be superimposed on the diffusing computation 

* This manuscript was fltished on 26 January 1979. 

proper - such that, when the diffusing computation 
proper has thus terminated, sire fact of this completion 
will eventually be signalled back to the environment. 

Besides a node’s ability to receive messages from its 

predecessors and to send messages to its successors, 
we assume each node also to be able to receive ‘sig- 
nals’ from its successors and to send ‘signals’ to its, 
predecessors; in other words, each edge is assumed to 
be able to accommodate two-way traffic, but only 
messages of the computation proper in the one dlirec- 
tion and signals in the opposite direction. We shall 
impose that in the total computation - i.e. from the 
moment that the environment sent its messages to the 
rest of the graph until it has received the completion 
signal - each tdge will have carried as many messages 
in the one direction as it has carried signals in the op- 
posite direction. 

For each edge we define its ‘deficit’ as the number 
of messages transmitted along it minus the number of 
signals returned along it; because no node is supposed 
to be equl, lad with the clairviayance that it would 
need to prearct how many more messages of the com- 
putation proper it is going to receive, we impose. to 
begin with, the invariant 

PO: each edge has a non-negative deficit, 

a relation which is obviously satisfied initially. 
The obligation to keep PO invariant does not con- 

strain the sending of messages; a signal, however, may 
only be sent by a node with at least one hcoming 
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edge that has a positive deficit. 
For each node we define C = the sum of the deficits 

of irs incoming edges, and relation PO will be kept 

mvarlant by keeping 

Pi: e>o 

invariant for each node, complemented by the under- 

standing - s:e later - that a node sending a signal 
for it an incoming edge with an initially PO- 

tit , (This selection is possible: because 
nding a si gal implies for its sender C := C - 1, the 

invariance elf Pl implies the initial validity of C 2 I, 

i,c, the I v,ipterrce of at least one such incoming edge.) 
.Srmil.,,f~ we define for each node D = the sum of 

the deficit:, of its outgoing edges. From PO we con- 
clude that we have for each node 

Y2: 02-o. 

For the sequel we redefine ‘neutral state’ to mean any 
state with C = 0 and D = 0 (which holds initially). 

In our proposal the sending of messages and signals 
i.+ further constrained by the required invariance of 

P3: C:>OorD=O 

for each internal node. (We further postulate that no 
node is infinitely lazy.) Because the sending of a mes- 
sage implitis D := D + 1 for its sender, the invariance 
of P3 e>.cludes spontaneous message sending by an 
internal node in !r~ neutral state; furthermore the 
invariarce of P3 may prevent an internal node from 
reducing its C to zero, i.e. from sending the last signal 
currently due to its predecessors. 

We Jbserve that it suffices when each sending 
intern:.1 node keeps P3 invariant for itself, because 

( 1) the sending of a message then keeps P3 invari- 
ant for all internal nodes: for the sending node by 
virtue of its construction, for the receiving successor 
by due of the fact that its C is increased by 1, and 
for al. other nodes because their C’s and D’s remain 

unaffected, and 

i 2) the sending of a signal then keeps P3 invariant 
ftir !:N Internal nodes: for the sending node by virtue 
:)f INS construction, for the receiving predecessor by 

vipt .re of the fact that the accompanying decrease of 
i:s :) by 1 can never destroy the truth oi D = 0 on 
accI’~t of P2, and for all other nodes because their 
C’fI ;md D’s remain unchanged. 
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A node in such a state of the computation proper 
that it has messages to send should maintajn C > 0; 
otherwise, because the sending of a signal includes for 

its sender C : = C - 1, the invariance of Pl and P3 
requires by the axiom of assignment that the act of 
signalling be guarded by 

G: (C- 1 >O)and(C- 1 >OotD=O) 

which is equivalent to 

G: C> 1 or(L’= 1 andD=O). 

When the computation proper has terminated, no 
C is increased anymore; the ensuing sic,nillling, as 
guarded in each internal node by G, will terminate 
because each sending of a signal decreases the sum of 
all the C’s over the graph, a sum that is bounded from 
below on account of Pl. Hence, when the computa- 
tion proper has terminated, the system will reach the 
‘:rltrmate state’ in which neither messages nor signals 
are sent anymore. From the fact that no more signals 
are sent we conclude that in the ultimate state non G 
holds for each internal node, which under the truth of 
Pl and P2 reduces to 

C=Oor(C= 1 andD>O). 

For the environment, which has no predecessors, we 
al ways have 

C=OandD>O. 

Hence, in the ultimate state we have 

C<D 

for all nodes. Because the sum of the C’s over the 
whole graph equals the sum of the D’s over the whole 
graph, we have in the ultimate state 

C=D 

for all nodes. Because the environment always has C = 
0, we conclude our 

Theorem 1. A bounded number of steps after the dif- 
fusing computation has terminated, the environment 
will have returned to the neutral state. 

The above theorem tells us that after termination 
of the diffusing computation the moment will come 
that the environment has returned to the neutral state. 
Conversely we would like to onclude from the fact 
that the environment has ret! cned to the neutral state 
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that, indeed, the diffusing computation has termi- 
nated. Calling a node that is not in its neutral state - 
i.e. a node with C > 0 or D > 0 - ‘an engaged node’, 
we propose 

P4: all engaged internal nodes are reachable from the 
environment via directed paths, all edges of 
which have positive deficits, 

because under the truth of P4, a neutral environment 
- which has no outgoing edges with a positive deficit! 
- implies that all internal nodes are in the neutral 
state as well and, therefore, the diffusing computation 
has terminated (by definition, as, on account of P3, 
no internal node will then send anymore messages). 

Up till now, a node allowed to send a signal was 
constrained in its selection of predecessor to receive 
the signal only by the requirement that on all its 
incoming edges the deficit should remain non-negative. 
In the following we shall show how, by further restric- 
tion of the selection of predecessor to receive the sig 
nal, the invariance of P4 can be maintained. 

Up till now each node’s signalling obligation can be 
characterized by a bag, such that the deficit of the 
edge from A to B equals the number of occurrences of 
the name of A in the bag of B. A node in the neutral 
state has an empty bag, each reception by B of a mes- 
sage from A causes the name of A to be added to B’s 
bag, which by this meshanism can be filler! with names 
of predecessors of B, and the transmission of a signal 
from B to its predecessor A is accompanied by the 
removal of one occurrence of A’s name from B’s bag 
(in which the name of A could occur severai times). 
Note that for each node, C equals the number of ele- 
ments in its bag. 

We can ensure P4 by replacing each bag by what 
we have dubbed ‘a cornet’. The name ‘cornet’ has 
been chosen because, like in a pointed bag, one ele- 
ment contained in it enjoys the special status of being 
‘the oldest element’: whereas a stack is characterized 
by ‘last in, first out’, a cornet is characterized by the 
much wes;; r)r ‘ve ry first in, very last out’. 

Let ‘the edge from A to B is an engagement edge’ 
mean ‘the name of A is the oldest element in B’s cor- 
net’. We ob-prve: 

(a) each engagement edge coimects two engaged 
nodes (because it has a positive deficit and, hence, 
leads from a node with D > 0 to a node with C > 0); 

(b) engtigement edges do not form cycles (because, 

when the edge from A to B becanme an engqenle!lt 
edge, B was initially neutral and, hence, 1~2~1 ;:o out- 
going engagement edge); 

(c) each engageti internal node has onp nlconling 
engagement edge (on account of P3 and because its 
bag has been replaced by a cornet). 

From (a), (b), and (c) we conclude that tile engage- 
ment edges form a rooted tree - with the environ- 
ment as its root - to which each engaged node, but 
no neutral node belongs. Hence its edges provide the 
paths whose existence implies the truth of P4, and for 
our system with cornets instead of bags we have 
proved 

Theorem 2. When the environment has returned to the 
neutral state, the diffusing computation has termi- 
nated. 

This concludes the description and correctness 
proof of our signalling scheme. 

Concluding remarks 

Note t’hat an internal node, while it needs to keep 
track of the deficits of its incoming edges, does not 
need to keep a record of to which of its successors it 
has sent messages, nor from which of its successors it 
has received signals: for the implementation the 
counter D suffices. 

Kate further that our signalling scheme is perfectly 
general in the sense that we have made no assumption 
about the topola,y bf the rest of the graph: in particu- 
lar, neither merging, nor even cyclic paths have been 
excluded. 

Note further that our signalling scheme is also per- 
fectly general in the sense that it can be superimposed 
on any d ffusing computation fired from a single 

environmeL . In particular, because we have not 
excluded that, in the course of a single diffusing c:(;n~- 
putation, internal nn?es switch back and forth 
between the neutral and the engaged state s~~~ra1 
times, our highly non-deterministic diffusLg :~mputti- 
tion is ‘free’ to beh;lv; hke ar~:y more specific O~C 
(ultimately even like a fully deterministic one). 111 
other words, we can appreciate the study of a single 
highly noq-deterministic algorithm as an effective way 
of studying a whole class of algorithms: the rlon-deter- 
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ministic algorithm emerges when, abstracting from 
their mutual differences, we concentrate on what the 

any algol*ithms of the class have in common. 
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