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Abstract

Context: Assessing software quality at the early stages of the design and development process is very difficult since most of the software quality characteristics are not directly measurable. Nonetheless, they can be derived from other measurable attributes. For this purpose, software quality prediction models have been extensively used. However, building accurate prediction models is hard due to the lack of data in the domain of software engineering. As a result, the prediction models built on one data set show a significant deterioration of their accuracy when they are used to classify new, unseen data.

Objective: The objective of this paper is to present an approach that optimizes the accuracy of software quality predictive models when used to classify new data.

Method: This paper presents an adaptive approach that takes already built predictive models and adapts them (one at a time) to new data. We use an ant colony optimization algorithm in the adaptation process. The approach is validated on stability of classes in object-oriented software systems and can easily be used for any other software quality characteristic. It can also be easily extended to work with software quality predictive problems involving more than two classification labels.

Results: Results show that our approach out-performs the machine learning algorithm C4.5 as well as random guessing. It also preserves the expressiveness of the models which provide not only the classification label but also guidelines to attain it.

Conclusion: Our approach is an adaptive one that can be seen as taking predictive models that have already been built from common domain data and adapting them to context-specific data. This is suitable for the domain of software quality since the data is very scarce and hence predictive models built from one data set is hard to generalize and reuse on new data.
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1. Problem statement

Software quality is defined as the degree to which a software component or system meets specified requirements and specifications [37]. It is measured in terms of characteristics such as maintainability, reusability, etc. With the complexity of software systems on the rise, there is an increasing need for measuring such quality characteristics at an early stage of the software development cycle but this is not possible before the system is deployed and used for a certain period of time. However, a software system has attributes that can be used as good indicators of its quality characteristics. For example, in [33], the authors establish a relationship between reusability of software components and their complexity and volume. They show that highly reused components tend to have complexity and volume measures lower than those of less reused components. Reusability is one software quality characteristic that cannot be directly measured and complexity and volume are software attributes that can be measured and used as indicators of it. Several metrics have been proposed for measuring software attributes [9,11,15,17,25,31]. Examples of such metrics are: NOM (number of methods in the class) and NOC (number of children of the class). In this context, we speak of software quality estimation models which can be used to build relationships between the measurable attributes on the one hand and the software quality characteristic of interest on the other. These models can be either statistical models (such as regression models [21,28]) or logical models [1,12]. Our approach deals with logical models. These have been extensively used to predict several software quality characteristics due to their simplicity and intuitive aspect [46]. Moreover, they have a two-fold advantage since they give the prediction itself and they provide guidelines to attain a certain software quality characteristic. These guidelines can be incorporated at the early stages of software development to produce software components with a better quality characteristic.
Logical models can be either decision trees or rule sets. The latter can be represented by logical expressions which aim at classifying a software component into one of several categories according to some tests on the metrics. However, the data used to build logical models is scarce. The reason is that companies do not systematically collect data and when they do, the data is company-specific. As a result, it becomes hard to generalize, to cross-validate or to reuse the models on new unseen data. In our work, we focus on one sub-characteristic of software maintainability namely stability [26]. During its life-time, software undergoes several changes and modifications. It is important for the software component to remain stable across different versions of the system. A component (a class in an OOP system) is said to be stable across two versions of the system, if it keeps its public interface; otherwise the class is unstable. In this context, we focus on the syntactic stability of the classes only. i.e. changes in the header of the methods not in the body or the semantics. The class is considered unstable if the use of its method (syntactic) has changed between different versions of the system. Addition and deletion of methods to the public interface of the class also incurs instability. We formulate our problem as a search-based software engineering one, a term first interface of the class also incurs instability. We formulate our problem as a search-based software engineering problem as optimization problems and applies meta-heuristics techniques (genetic algorithms, simulated annealing, tabu search, etc.) to solve them [16,34]. The field has shown a lot of promise when applied to problems in project management [3,5,14], prediction in software engineering management [18,29], project planning and quality assessment [2,13,29], and software testing [23,32,41]. In this paper, we present an ant colony optimization (ACO) algorithm that adapts rule-based models built on one data set to new unseen data. This can be seen as adapting models that were built from one domain (possibly common domain) to context-specific data (could be company-specific data). The remainder of this paper is organized as follows. In Section 2, we give an overview of related work in the area of software quality prediction. In Section 3, we formulate the problem at hand and introduce the notation borrowed from the machine learning domain. In Section 4, we give a brief overview of ant colony optimization algorithms. In Section 5, we describe the ant colony optimization algorithm that we propose for the problem. In Section 6, we describe the experiments we performed and the obtained results. In Section 7, we conclude with a summary of the technique and a description of possible future work.

2. Related work

Machine Learning techniques have been widely used to build prediction models in the domain of software quality. In particular, Porter and Selby [36] have used machine learning to build decision trees as early as 1988. Mao et al. [33] use C4.5 [38] to build models that predict reusability of a class in an object-oriented software system based on the three attributes inheritance, coupling and complexity. In [10], the authors use C4.5 to build models that estimate the cost of rework in a library of reusable components. De Almeida et al. [4] use C4.5 to build rule sets that predict the average isolation effort and the average effort. Briand et al. [11] investigate the relationship between coupling and cohesion measures defined at the level of a class in an object-oriented system on one hand and fault-proneness on the other. More recent work was done by Arisholm et al. [6] and Briand and Arisholm [22] in the domain of prediction of fault-proneness. Work in the same domain was done by Khosgoftaar et al. [28] and Jiang et al. [27]. Lessman et al. [30] benchmarked several classification algorithms on the problem of predicting software fault-proneness—another software maintainability sub-characteristic, and found very little difference in their performance. Similar to us, they argue that the comprehensibility of the resulting classification models is very important as it illustrates the classification procedure thus improving our understanding of the software quality characteristic that we are studying (stability in our case, fault-proneness in their case). However, Lessman et al. [30] benchmark classification algorithms on multiple data sets hence giving a wider application to the resulting classification models. Arisholm et al. [7] compare different modeling techniques in a systematic way and the impact of selecting different types of measures as predictors. They find that the measures and techniques quality is highly dependent on the evaluation criteria used to assess the prediction models. In the context of stability of classes in an OOS system, Tsantalis et al. [43] propose a methodology for assessing the probability that a class changes in future generations. They use logistic regression to show that the proposed probability measure is useful in predicting the change proneness. Gasser et al. [44] propose a case-based reasoning approach for the same problem. In their work, they consider each software component as a point in a multi-dimensional space where each metric represents one dimension. A distance function is then defined to compute the similarity between components and derive stability from it. Various search-based software engineering approaches have been also proposed in the domain of software quality in general. For example, Pedrycz and Succic [35] represent classifiers as hyperboxes and uses genetic algorithms to evolve existing models into new ones. Similar to our approach, this technique preserves the comprehensibility of the classifiers and can be easily extended to a problem with multiple classification labels. Vivanco [40] uses a genetic algorithm to improve a classifier accuracy in identifying problematic components. The approach relies on the selection of metrics that are more likely to improve the performance of predictive models. Azar et al. [8,45] present a hybrid approach combining different meta-heuristics such as genetic algorithms, tabu search and simulated annealing to re-combine existing rule sets and create new ones. The attempt was successful and the obtained results promising. In this work, we present a different approach which consists of adapting a single model at a time to a new set of data. The idea behind this approach is to see how much we can optimize one model. The technique relies on ant colony optimization (ACO). Results show that our ACO out-performs C4.5 and random guessing.

3. Problem formulation and objective

The prediction problem that we are dealing with is a binary classification problem. The predictive model used for classification takes the form of a function \( f \) that takes as input a vector of attributes \( (a_1, a_2, ..., a_n) \) and outputs a classification label \( y_i \). In the context of our work, the attributes \( a_1, a_2, ..., a_n \) are metrics (such as number of methods, number of children, etc.) considered relevant to the software quality factor being predicted (stability). The classification label \( y_i \) represents this software quality factor. In this problem, \( y_i \in \{0(\text{stable}), 1(\text{unstable})\} \). Each vector of attributes describes a component i.e. a class in an object-oriented software system. The objective is to find a function with a low error rate. The evaluation of \( f \) is done on a data set \( D \). The latter has the form \( D = \{(x_1, y_1), ..., (x_m, y_m)\} \) where each \( x_i \) is a vector of attributes and \( y_i \) is the classification label. \( D \) is partitioned into two parts, the training set \( D_{train} \) and the testing set \( D_{test} \). Most learning algorithms take the training set as input and search the space of classifiers for one that minimizes the error on \( D_{train} \). The output classifier is then evaluated (tested) on \( D_{test} \). Examples of learning algorithms that use this principle are the back propagation algorithm for feed forward neural nets [39] and C4.5. The latter builds...
classifiers in the form of decision trees. These can be transformed later on to rule sets. We call the latter rule-based classifiers or rule-based models. A rule-based classifier is a disjunction of conjunctive rules and a default classification label. The following example illustrates a rule-based classifier that predicts the stability of a component based on the metrics NOM (number of methods) and CUB (number of used classes).

**Rule 1:** NOM $> 10 \rightarrow 1$

**Rule 2:** CUB $\leq 2 \land$ NOM $\leq 4 \rightarrow 0$

**Default class:** 1

This classifier consists of two rules and a default classification label. The first rule classifies a class with number of methods (NOM) greater than 10 as unstable (classification label equal to 1). The second rule classifies a class with number of methods (NOM) less than or equal to 2 and number of methods (NOM) less than or equal to 4 as stable (0). The classification is sequential i.e. the first rule (from the top) whose left hand side is satisfied by a case classifies the case. If no such rule exists, the default classification label is used to classify the case (default classification 1).

In this work, we consider that all mis-classifications incur equal cost and thus, we evaluate the performance of a model (rule set) using its accuracy (percentage of cases correctly classified) (Eq. (1)). This measure is extracted from the confusion matrix shown in Table 1. In this table, $n_{ij}$ is the number of cases in D that are classified by $R$ as having classification label $j$ while they actually have classification label $i$.

\[ C(R) = \sum_{i=1}^{C} \sum_{j=1}^{c} \frac{n_{ij}}{n_{i1}} \]  

(1)

### 4. Overview of ant colony optimization algorithms

Ant colony optimization (ACO) algorithms have been widely used for optimization problems [19,20]. They are cooperative search algorithms inspired by the behavior of ants in search for food. In real life, ants explore routes from the nest to the food and leave pheromone traces on their path. Foraging ants can exploit this chemical substance to know which route is more likely to take them to the food in a shorter time. The larger the amount of detected pheromone, the most likely the foraging ants will take the route. During the process, pheromone evaporates. In artificial ant systems, ants build solutions to the problem by collecting information about problem characteristics. This information is encoded in pheromone. Hence, the ant is somehow guided by the pheromone and modifies the representation of the problem through the pheromone as well. The other ants can see this modification. During the whole process of solution building, pheromone evaporates. This helps avoid the convergence of all ants to one solution. In Fig. 1, we show the pseudo-code of a generic ACO and in the next section, we explain how we instantiate it to our problem.

### 5. The proposed ACO algorithm

ACO starts by taking one rule set at a time, applying small changes to it and evaluating the effect of these changes. This is repeated for every rule set separately. The core of the algorithm is in its `build_solution` procedure (Fig. 1). A rule set is represented to the ACO as an $n \times m$ matrix $M$ where $n$ is one plus the number of rules in the rule set and $m$ is one plus the number of conditions in the longest rule in the rule set (Table 2). Row $i$ of $M$ represents the $i$th rule in the rule set (the first rule being the topmost rule) if $i \leq n$ – 1 or the default classification label if $i = n$.1 Cell $j$ in row $i$ represents the $j$th condition in rule $i$ if $j \leq m – 1$ or the classification label of rule $i$ if $j = m$. Since the rules do not all have the same length, some cells in the matrix are left empty.

The algorithm starts by creating several ants at random locations on the matrix.2 The ants start moving downwards (Fig. 2). At each non empty cell, the ant `perturbs` the content of the cell. The `perturb` operation consists of changing the underlying cell according to its contents (Fig. 1). If the cell encodes a condition, then the `perturb` operation changes either the operator or the value in the cell (this is decided randomly with a 50% chance for the operator change to happen and 50% chance for the value to be changed). In the former case, if the operator is $\leq$, it is changed to $>$ and vice versa. In the latter case, the value of the condition is changed to a different one picked randomly from the set of cutpoint values for the metric in the training set. A cutpoint value for a metric is computed as the median of two values in the training data set at which the classification label changes. For this, the training data set is sorted by each metric at a time. The borders at which the classification label changes are noted and the median of the two border values is computed and inserted in the cutpoint set for this metric. We chose the cutpoint values of a metric be-cause these are the values that are most likely to incur a change in the classification label. In the case where the cell encodes a classification label, then the `perturb` operation changes this to a different classification label (in our case, this changes 0–1 and vice versa). If the cell is an empty cell, the ant does not perform any operation on it and continues its march. When the ant hits the lowest row in the matrix, it moves to the adjacent cell to the right of the current one and starts moving upwards. When the ant reaches the topmost row, it moves to the right cell again and continues walking downwards. When it reaches the rightmost lowest cell in the matrix, it walks toward the cell on its left hand side and then upwards again. This ensures that every time the ant reaches a border, it goes to the longest unused adjacent cell. This results in the ant walking in an S-shape. We refer to this march as the S-march.

The described S-march results in an ant perturbing only slightly a rule by perturbing one condition at a time (for each objective function evaluation) or the classification label only. This way, we can assess how much effect each condition has on the perturbation results in an improvement (higher objective function value). This indicates that the change is good thus attracting other ants to this cell. The improvement is calculated according to an objective function $f$ (Eq. (2)). Since the goal is to improve the accuracy of the underlying rule set $R$, $f$ is set equal to $C(R)$ (Eq. (1)). The new (perturbed) rule set replaces the current one only if it gives a higher objective function value. Otherwise, ants continue their march to find better perturbations.

\[ f = C(R) \]  

(2)

1 In this case, only the rightmost cell in the row is filled with the classification label.

2 The number of ants is a parameter that is entered at the onset of the experiments.
While walking, the ant checks for pheromone. If it detects any, it diverts from its S-march and goes directly to the pheromone (allowing itself diagonal moves). It is possible for the ant to detect several pheromone signals from different sources. In such a case, it moves to the one that has the highest intensity breaking ties randomly. The ant can detect pheromone up to three cells away only (we found three to be a good number given the relatively small size of the rule sets. As a matter of fact, very few rule sets have more than three conditions per rule). If, at any point during the walk, the ant encounters another one, it steps aside. For this, it checks the right cell first and moves to it if it lies within the boundaries of the matrix and is empty. Otherwise, the ant moves to the left cell. The ants repeat this march-perturb-release pheromone cycle a certain number of times (specified as a parameter to the algorithm). At the end of each iteration, the pheromone intensity is decreased to avoid the premature convergence of all ants to a subset of the conditions only.

6. Experimentation and results

The data used to validate our technique was collected from open source. It describes stability of classes in an object-oriented software system and is fairly balanced. Table 3 shows the software systems used to build classification models with C4.5 and Tables 4–7 show the metrics that were extracted from these systems. In summary, they are metrics that measure four software attributes: size, cohesion, class coupling and inheritance. Detailed description of these metrics can be found in [9,15,17,25]. Fifteen different subsets of metrics were created by combining one, two, three or four of these groups of metrics. This setup helps assess the relationships between the software attribute (or a combination of them) on one hand and the stability of the software system on the other. For example, cohesion and coupling metrics were combined to show the relationship between these two software quality attributes on one hand and stability on the other hand. These subsets were used with the nine chosen software systems to create 135 data sets. C4.5 was used to construct a decision tree from each data set. Constant classifiers and classifiers with an error rate higher than 40% were eliminated and 23 retained. The decision trees were then converted to rule sets by C4.5. These can be thought of as

![Fig. 1. Pseudocode of the generic ACO and its adaptation to the problem. The procedures build_solution() and update_pheromone() are the core of ACO. perturb_cell() is the core of build_solution().](image)

<table>
<thead>
<tr>
<th>Rule 1:</th>
<th>Rule 2:</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOC ≤ 5</td>
<td>NOM ≤ 3</td>
</tr>
<tr>
<td>NPA &gt; 6</td>
<td>NOM &gt; 10</td>
</tr>
</tbody>
</table>

![Fig. 2. The S-march. Solid lines indicate the path of the ant before it hits the lowest rightmost cell and reverses directions (returning path is shown by dashed lines).](image)

While walking, the ant checks for pheromone. If it detects any, it diverts from its S-march and goes directly to the pheromone (allowing itself diagonal moves). It is possible for the ant to detect several pheromone signals from different sources. In such a case, it moves to the one that has the highest intensity breaking ties randomly. The ant can detect pheromone up to three cells away only (we found three to be a good number given the relatively small size of the rule sets. As a matter of fact, very few rule sets have more than three conditions per rule). If, at any point during the walk, the ant encounters another one, it steps aside. For this, it checks the right cell first and moves to it if it lies within the boundaries of the matrix and is empty. Otherwise, the ant moves to the left cell.3 The ants repeat this march-perturb-release pheromone cycle a certain number of times (specified as a parameter to the algorithm). At the end of each iteration, the pheromone intensity is decreased to avoid the premature convergence of all ants to a subset of the conditions only.

6. Experimentation and results

The data used to validate our technique was collected from open source. It describes stability of classes in an object-oriented software system and is fairly balanced. Table 3 shows the software systems used to build classification models with C4.5 and Tables 4–7 show the metrics that were extracted from these systems. In summary, they are metrics that measure four software attributes: size, cohesion, class coupling and inheritance. Detailed description of these metrics can be found in [9,15,17,25]. Fifteen different subsets of metrics were created by combining one, two, three or four of these groups of metrics. This setup helps assess the relationships between the software attribute (or a combination of them) on one hand and the stability of the software system on the other. For example, cohesion and coupling metrics were combined to show the relationship between these two software quality attributes on one hand and stability on the other hand. These subsets were used with the nine chosen software systems to create 135 data sets. C4.5 was used to construct a decision tree from each data set. Constant classifiers and classifiers with an error rate higher than 40% were eliminated and 23 retained. The decision trees were then converted to rule sets by C4.5. These can be thought of as

<table>
<thead>
<tr>
<th>Software System</th>
<th># of versions</th>
<th># of classes</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bean browser</td>
<td>6</td>
<td>388–392</td>
<td>alternativeTo</td>
</tr>
<tr>
<td>Free</td>
<td>9</td>
<td>46–93</td>
<td>Oracle</td>
</tr>
<tr>
<td>Javamapper</td>
<td>2</td>
<td>18–19</td>
<td>SourceForge</td>
</tr>
<tr>
<td>Jchempaint</td>
<td>2</td>
<td>84</td>
<td>SourceForge</td>
</tr>
<tr>
<td>Jigsaw</td>
<td>4</td>
<td>846–958</td>
<td>SourceForge</td>
</tr>
<tr>
<td>Jlex</td>
<td>4</td>
<td>20–23</td>
<td>Princeton University</td>
</tr>
<tr>
<td>Jms</td>
<td>2</td>
<td>106</td>
<td>SourceForge</td>
</tr>
<tr>
<td>Voji</td>
<td>4</td>
<td>16–39</td>
<td>SourceForge</td>
</tr>
</tbody>
</table>
simulating classification models built from common domain data. They are adapted by ACO to the systems shown in Table 8. With this technique, the data set is split into 10 folds of roughly equal size. The algorithm is seeded with one rule set at a time, trained on the union of nine folds and tested on the remaining fold. This is repeated 10 times using each time a different fold as a testing set. Also, in order to account for the element of randomness in the ACO algorithm, we repeat each experiment 30 times and we report the average results over the 30 runs. Table 10 shows the average, minimum and maximum accuracies obtained with each of the algorithms on the testing data. We can see from the tables that ACO scores the highest results of all in its minimum, maximum and average accuracies. It also shows a small standard deviation indicating that it is fairly stable. In order to test ACO in a more global fashion, we also built random rule sets on the same data set and compared our ACO to it. For this purpose, we created 30 random rule sets by randomly selecting attributes and values from the data set and forming conditions and rules of random size. Table 10 shows that our approach out-performs significantly random guessing and that random guessing is very unstable (large standard deviation).

In order to test for the significance of our results, we use the Wilcoxon signed rank test to compare ACO to C4.5. Results show a $z$ – ratio of 2.8 indicating a significance level of 0.005 proving that it is unlikely that the observed results are due to chance. We do not include random guessing in our comparisons since it is unstable showing a very large variance in the obtained results.

### 7. Conclusion and future work

In this paper, we proposed an ant colony optimization algorithm to optimize existing software quality estimation models by adapting each, separately, to new unseen software systems. This can be seen as taking models built from common domain knowledge and adapting them to some context-specific (company) data. This is important in the case of software engineering because data is scarce and seldom made public. We have conducted experiments on a data set describing the stability of classes in an object-oriented system. ACO out-performs both C4.5 and random guessing. The approach also preserves the white-box nature of the obtained models. These provide the classification label as well as its source. We point out that the data set that we used is noisy and hence expect ACO to improve the results even more on a data set with less noise. It is certainly interesting to test our approach on data related to different software quality characteristics (such as reusability). Our ACO is limited by the size of the initial rule sets it is seeded with. In future work, we plan to design the algorithm in such a way that it allows the creation of rule sets of different complexity than the initial ones. Another idea would be to modify the algorithm in such a way that it uses several rule sets at the same time.
time. It would then be interesting to see how the performance of ACO varies with the number of rule sets to combine. Also, the problem that we are dealing with in this work is a binary classification of classes. In other words, a class is considered as stable or unstable depending on modifications in its public interface. Adding more information to the classification that would relate it to the degree of change in a class would be an interesting approach for future work.
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