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#### Abstract

Suppose we are given $n$ coins out of a collection of coins of two distinct weights $w_{0}$ and $w_{1}$, true and counterfeit coins, respectively, where $d$ of them are counterfeit coins. Assume we are allowed to weigh subsets of coins in a spring scale. Determine the counterfeit coins in a minimal number of weighing. This problem is equivalent to the following learning problem: Given a linear function $f=x_{i_{1}}+$ $x_{i_{2}}+\cdots+x_{i_{d}}$, where $1 \leq i_{1}<i_{2}<\cdots<i_{d} \leq$ $n$ and a substitution oracle of values in the domain $\{0,1\}^{n}$ to $f$. Find $f$ with minimal number of substitution queries. In this paper we give the first optimal ${ }^{1}$. (in the number of weighing or substitutions) polynomial time adaptive algorithm that determines the counterfeit coins.

We then extend our algorithm to the following more general coin weighing problems with a spring scale: Suppose we are given $n$ coins out of a collection of coins of unknown integer weights. Determine the weight of each coin in a minimal number of weighing. We give an optimal adaptive polynomial time algorithm for this problem. This algorithm is based on a new optimal adaptive algorithm for reconstructing bounded weight vectors in polynomial time. This solves the general problem of learning any linear function with bounded integer coefficient in polynomial time with optimal number of substitution queries. To the best of our knowledge all the algorithms in this paper are the first optimal polynomial time adaptive algorithms for the problem of coin weighing in a spring scale.
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[^0]
## 1 Introduction

The coin weighing problem with a spring scale is the following [S60]: Suppose we are given $n$ coins out of a collection of coins of two distinct weights $w_{0}$ and $w_{1}$, true and counterfeit coins, respectively. ${ }^{2}$ Assume we are allowed to weigh subsets of coins in a spring scale. Determine the weight of each coin in a minimal number of weighing.

This problem has many applications and is also known as the detection problem [SS63], determining collection [CM66], counterfeit coins problem, distinguishing family problem [LV91] and rigidity of the $n$-dimensional Hamming space problem [KLT00] and is equivalent to the uniquely decodable codes for noiseless $n$-user adder channel [CW79, MK87] and the Mastermind game with two colors [K76]. See also [CK08] for other applications for this problem.

A non-adaptive algorithm for the coin weighing problem is equivalent to finding a $k \times n(0,1)$-matrix, $M$ such that for every $u, v \in\{0,1\}^{n}$ where $u \neq v$ we have $M v \neq M u$. The weighing complexity is $k$, the number of rows of $M$. Such a matrix is called a search matrix. For the non-adaptive algorithm to run in polynomial time we need that a search matrix be built in polynomial time and given $M v$ where $v \in$ $\{0,1\}$, one can find $v$ in polynomial time.

This problem was first introduced by Shapiro in 1960 for $n=5$ [S60] and was solved (for $n=5$ ) by Fine and many others [F60]. It was then studied for any $n$ by Cantor [C62], Soderberg and Shapiro [SS63], Erdös and Rényi [ER63], Lindström [L65, L66, L71, L75] and Cantor and Mills [CM66]. See also [A88, MK87, DH93]. The information theoretic lower bound for the number of weighing is $\left(\right.$ asymptoticly) ${ }^{3}$

$$
\frac{n}{\log n}
$$

that applies even for adaptive algorithms. Erdös and Rényi [ER63] and independently, Moser [M70] (see [L65]) proved the lower bound

$$
k \geq \frac{2 n}{\log n}
$$

[^1]for any $k \times n$ search matrix. See also [CM66, L66, M70, L75, P77, A88, LV91]. This shows that any non-adaptive algorithm for the coin weighing problem must make at least $2 n / \log n$ weighing.

Lindström [L64, L65] and, independently, Cantor and Mills [CM66] presented a construction of a search matrix of size $k \times n$ where $k$ is

$$
\frac{2 n}{\log n}
$$

Then using the theory of Möbius functions, Lindström [L71] gave another construction with the same asymptotic bound. See also a simple construction in [L75, A88] and a simple recursive construction in [CM66, MK87]. Although not explicitly indicated by the above papers, the search matrix $M$ in Lindström construction and Cantor and Mills construction can be constructed in polynomial time. In Lindström constructions [L64, L65, L71] and in Cantor and Mills construction [CM66, MK87], $v$ can be extracted from $M v$ in polynomial time.

We give a new simple construction that is based on Fourier transform. The advantage of this construction is that we can use Fourier transform to extract $v$ from $M v$. Another advantage is that our construction can be easily generalized to many other search matrices that can handle other coin weighing problems.

When one allows adaptiveness, one can find the number of counterfeit coins $d$ (by finding $w_{0}$ and $w_{1}$ and then weighing all the coins) and then solves the following problem.

The $d$-coin weighing problem with a spring scale is the following [D75, L75, C80, AS85, A86, A88]: Suppose we are given $n$ coins out of a collection of coins of two distinct weights $w_{0}$ and $w_{1}$, true and counterfeit coins, respectively, where $d$ of them are counterfeit coins. Assume we are allowed to weigh subsets of coins in a spring scale. Determine the weight of each coin in a minimal number of weighing.

The information theoretic lower bound for this problem gives ${ }^{4}$

$$
\frac{d \log \frac{n}{d}}{\log d}
$$

weighing for any adaptive algorithm. For non-adaptive algorithms, Djackov [D75] and Lindström, [L75] showed that any non-adaptive algorithm must make at least

$$
\frac{2 d \log \frac{n}{d}}{\log d}
$$

weighings. Then using the Kronecker product of matrices he gave an optimal non-adaptive algorithm that runs in polynomial time for the case when we have $d$ sets of coins each of size $n / d$ and each set contains exactly one counterfeit coin. Grebinski and Kucherov [GK00] showed non-constructively that a non-adaptive algorithm exists that asks

$$
\frac{4 d \log \frac{n}{d}}{\log d}
$$

weighings ${ }^{5}$. They show that a randomized 0-1 matrix of such size is a search matrix for this problem with non-zero prob-

[^2]ability. Their algorithm does not lead to a randomized polynomial time algorithm since it is not clear how to find the counterfeit coins from the results of the weighings.

The best polynomial time non-adaptive algorithm known for the $d$-coin weighting problem makes

$$
d \log n
$$

weighings [L72, L75]. See also [H99] for any $d$ and [A88] for $d=2$ that can be extended to any $d$. The best polynomial time adaptive algorithm known makes

$$
d \log \frac{n}{d}
$$

weighings [C79, Ca79, TM78, M81, UTW00] and chapter 10 in [DH93]. Those algorithms are asymptotically optimal only when $d$ is constant. Many papers in the literature studied the problem for $d=2$ [L71, L72, L75, C80, C83, A86, A88, H90, CLZ01].

In this paper we give an adaptive polynomial time algorithm that makes

$$
\frac{2 d \log \frac{n}{d}}{\log d}+O\left(\frac{d}{\log d}+\frac{d(\log \log d) \log \frac{n}{d}}{(\log d)^{2}}\right)
$$

weighings. To the best of our knowledge this is the first polynomial time optimal algorithm for this problem.

Our algorithm makes use of the following extension of search matrices. $\mathrm{A}\left(d_{1}, d_{2}, \ldots, d_{n}\right)$-detecting matrix $M$ is a $(0,1)$-matrix such that for every $v, u \in \prod_{i}\left\{0,1, \ldots, d_{i}-1\right\}$, $v \neq u$ we have $M v \neq M u$. Detecting matrices are known from the literature only when $d_{i}=d$ for all $i$ [L71]. We extend our construction to build an optimal $\left(d_{1}, d_{2}, \ldots, d_{n}\right)$ detecting matrix in polynomial time. We then use this construction to show a new divide and conquer approach. We divide the problem into $t$ disjoint sub-problems and using the above construction solve all the problems in $O(t / \log t)$ times the average weighing complexity of the sub-problems.

We then extend our algorithm to the following more general coin weighing problems with a spring scale: Suppose we are given $n$ coins out of a collection of coins of unknown integer weights. Assume we are allowed to weigh subsets of coins in a spring scale. Determine the weight of each coin in a minimal number of weighing.

An information-theoretic argument gives the lower bound

$$
k(n, W)= \begin{cases}\frac{W \log \left(\frac{n}{W}+1\right)}{\log W} & W \leq n  \tag{1}\\ \frac{n \log \left(\frac{W}{n}+1\right)}{\log n} & n<W \leq n^{2} \\ n & W>n^{2}\end{cases}
$$

for the number of weighing where $W$ is the sum of the weights.
This problem was studied for $W \leq n$ in [P81, RV97, GK00] and for $W>n$ in [GK00]. Pippenger [P81] showed nonconstructively that for $W=n$ there is a non-adaptive algorithm that makes $O(W / \log W)$ weighings. Grebinski and Kucherov [GK00] extend this upper bound to any $W \leq$ $n$. They gave a non-constructive non-adaptive algorithm that asks

$$
\frac{4 W \log \left(\frac{n}{W}+1\right)}{\log W}
$$

weighings. Ruszinkó and Vanroose [RV97] gave the first adaptive polynomial time algorithm that solves the problem when $W=n$ in $O(W(\log \log W) / \log W)$ weighings. ${ }^{6}$

In this paper we give a polynomial time adaptive algorithm that makes

$$
\frac{c W \log \left(\frac{n}{W}+1\right)}{\log W}
$$

weighings where $c=2$ for $W=o(n)$ and $c=5$ for $W=$ $O(n)$.

When $W>n$ the information theoretic lower bound for this problem gives

$$
\frac{W \log \left(\frac{W}{n}+1\right)}{\log n}
$$

when $W<n^{2}$ and $n$ when $W>n^{2}$. So for $W>n^{2}$ the optimal algorithm is to weigh each one of the coins. When $n<W<n^{2}$, Ruszinkó and Vanroose [RV97] algorithm can be extended to any $W>n$ and is optimal for $W>n(\log n)^{\alpha}$ for any constant $\alpha$. Grebinski and Kucherov [GK00] gave a non-constructive non-adaptive algorithm that makes

$$
\frac{4 n \log \left(\frac{W}{n}+1\right)}{\log n}
$$

weighings.
In this paper we give an adaptive algorithm that finds all the weights in polynomial time in

$$
\frac{c n \log \left(\frac{W}{n}+1\right)}{\log n}
$$

weighings where $c=2$ when $n=o(W)$ and 5 when $n=$ $O(W)$.

To the best of our knowledge this is the first polynomial time optimal algorithm for this problem.

Our paper is organized as follows: In section 2 we give the new construction of search matrix and detecting matrix. In section 3 we give an optimal polynomial time algorithm for the $d$-coin weighing problem and in section 4 we give other coin weighing problems with a spring scale that can be solved using our new technique.

## 2 Search Matrix and Detecting Matrix

In this section we use Fourier representation to build optimal size search and detecting matrices.

### 2.1 Fourier Representation

Let $f\left(x_{1}, \ldots, x_{\nu}\right):\{-1,+1\}^{\nu} \rightarrow \mathcal{R}$ be a real function. Define the basis

$$
B=\left\{\chi_{a}(x)=\prod_{a_{i}=1} x_{i} \mid a \in\{0,1\}^{\nu}\right\}
$$

[^3]for $\mathcal{R}^{\{-1,+1\}^{\nu}}$. It is known that $B$ is orthonormal basis. Therefore, any function in $f \in \mathcal{R}^{\{-1,+1\}^{\nu}}$ can be uniquely represented as
$$
f(x)=\sum_{a \in\{0,1\}^{\nu}} \hat{f}(a) \chi_{a}(x)
$$

The coefficient $\hat{f}(a) \in \mathcal{R}$ is called the Fourier coefficient of $\chi_{a}$ and is equal to

$$
\hat{f}(a)=\frac{1}{2^{\nu}} \sum_{x \in\{-1,+1\}} f(x) \chi_{a}(x)
$$

Using the fast Fourier transform all the coefficients $\hat{f}(a)$ can be found from the values of $f(x), x \in\{-1,+1\}$ and can be ordered according to the lexicographic order of $a \in$ $\{0,1\}^{\nu}$ in time $O\left(\nu 2^{\nu}\right)$.

### 2.2 Search Matrix

A $k \times n(0,1)$-matrix, $M$ is called search matrix if for every $u, v \in\{0,1\}^{n}$ where $u \neq v$ we have $M v \neq M u$.

For $a \in\{0,1\}^{\nu}$ we denote by $|a|$ the Hamming weight of $a$. We say that $a \in S \subset\{0,1\}^{\nu}$ is maximal element in $S$ if there is no $b \in S$ such that $b>a$ (in the usual lattice order).

Let $a \in\{0,1\}^{\nu}$ and suppose $a_{j_{1}}, a_{j_{2}}, \ldots, a_{j_{|a|}}$ are the entries of $a$ that are one where $1 \leq j_{1}<j_{2}<\cdots<j_{|a|} \leq$ $\nu$. For $1 \leq k \leq|a|$ we define the function

$$
\hat{f}_{a, k}(x)=\left(2 \prod_{i=1}^{k} \frac{x_{j_{i}}+1}{2}-1\right) x_{j_{k+1}} x_{j_{k+2}} \cdots x_{j_{|a|}}
$$

and

$$
f_{a, k}(x)=\frac{\hat{f}_{a, k}(x)+1}{2}
$$

Let $F_{\nu}$ be the set of all functions $f_{a, k}(x), 1 \leq k \leq|a|$. The following properties are easy to prove

## Lemma 1 We have

1. $f_{a, k}(x):\{-1,+1\}^{\nu} \rightarrow\{0,1\}$.
2. $\left|F_{\nu}\right|=\nu 2^{\nu-1}$.
3. The Fourier coefficient of $\chi_{a}$ in $f_{a, k}(x)$ is $2^{-k}$.
4. For any $b \nless a$ the Fourier coefficient of $\chi_{b}$ in $f_{a, k}(x)$ is 0 .

The following lemma is the key for our construction
Lemma 2 Let $S=\left\{\left(a^{(1)}, k_{1}\right), \ldots,\left(a^{(\ell)}, k_{\ell}\right)\right\} \subset\{0,1\}^{\nu} \times$ $N$ and

$$
f=\sum_{i=1}^{\ell} f_{a^{(i)}, k_{i}}(x)
$$

Then, the following are equivalent

1. $a^{\left(j_{1}\right)}=a^{\left(j_{2}\right)}=\cdots=a^{\left(j_{t}\right)}=a$ and $a^{(i)} \neq a$ for all $i \notin\left\{j_{1}, j_{2}, \ldots, j_{t}\right\}$ and $a$ is maximal element in $S^{\prime}=\left\{a^{(1)}, \ldots, a^{(\ell)}\right\}$.
2. The Fourier coefficient of $\chi_{a}$ in $f$ is $2^{-k_{j_{1}}}+2^{-k_{j_{2}}}+$ $\cdots+2^{-k_{j_{t}}}$ and for every $b>a$ the Fourier coefficient of $\chi_{b}$ in $f$ is 0 .

Proof. (1) $\Rightarrow(2)$ If $a$ is maximal element in $S^{\prime}$ then for any element $b>a$ we have $b \nless c$ for all $c \in S^{\prime}$. Therefore, by (4) in Lemma 1 the Fourier coefficient of $\chi_{b}$ in all $f_{a^{(i)}, k_{i}}(x)$ is 0 . This implies that the Fourier coefficient of $\chi_{b}$ in $f$ is 0 . Now since $a$ is maximal element in $S^{\prime}$, for every $b \in S$, $b \neq a$ we have $a \nless b$. Therefore, the only functions that contribute to the coefficient $\chi_{a}$ are $f_{a^{\left(j_{i}\right)}, k_{j_{i}}}(x), i \leq t$. Now by (3) in Lemma 1 this coefficient is equal to $2^{-k_{j_{1}}}+2^{-k_{j_{2}}}+$ $\cdots+2^{-k_{j_{t}}}$.
$(2) \Rightarrow(1)$ Suppose $a$ is not maximal. Then there is $b>$ $a$ that is maximal in $S$. By the above argument the coefficient of $\chi_{b}$ is not zero and we get a contradiction. Now since $a$ is maximal, then as above, the only functions that contribute to the coefficient $\chi_{a}$ are all $f_{a^{\left(j_{i}\right)}, k_{j_{i}}}(x)$ where $a^{\left(j_{i}\right)}=a$. By (3) in Lemma 1 the result follows.

Now to build the search matrix. Define $M$ a $2^{\nu} \times \nu 2^{\nu-1}$ matrix where for every $x \in\{-1,1\}^{\nu}$ and $f_{a, k} \in F_{\nu}, M\left[x, f_{a, k}\right]$ $=f_{a, k}(x)$. Here the matrix row are labeled with the elements of $\{-1,+1\}^{\nu}$ and the columns are labeled with the elements of $F_{\nu}$. We now prove

## Theorem 3 We have

1. For any $n$ there is a search matrix $M$ of size $k \times n$ where

$$
k=\frac{2 n}{\log n}
$$

2. Given $M v$ for $v \in\{0,1\}^{n}$ the vector $v$ can be found in time $O(n+d(n / \log n))$ where $d$ is the weight of $v$.

Proof Sketch. Consider the minimal $\nu$ such that $\nu 2^{\nu-1} \geq n$. Build the matrix $M$ as above. Let $v \in\{0,1\}^{\nu 2^{\nu-1}}$. As we did for the columns of $M$, we will label the entries of $v$ with $f_{a, \ell}$ and write $v_{f_{a, \ell}}$ for the value of this entry. The vector $M v \in N^{2^{\nu}}$, though, will be labeled with $\{-1,1\}^{\nu}$. Notice that $M v$ gives a column vector which is the sum of the $f_{a, \ell}$ th columns in $M$ where $v_{f_{a, \ell}}=1$. So this sum is equal to

$$
f(x)=(M v)[x]=\sum_{v_{f_{a, \ell}}=1} f_{a, \ell}(x)
$$

for all $x \in\{-1,+1\}^{\nu}$. Using Fourier transform we can find all Fourier coefficients $\hat{f}(z)$ ordered in lexicographic order according to $z \in\{0,1\}^{2^{\nu}}$ in time $\nu 2^{\nu}=O(n)$. We search for a maximal $z$ where $\hat{f}(z) \neq 0$. By Lemma 2 , at least one $f_{a, r}$ can be detected. Then $v_{f_{a, r}}=1$. We then recursively do the above for the Fourier representation of $f-f_{a, r}$.

This construction gives $k=4 n / \log n$. In the full paper we use a similar technique as in [L65, L75] to improve the bound by a factor of 2 .

### 2.3 Detecting Matrix

A $\left(d_{1}, d_{2}, \ldots, d_{n}\right)$-detecting matrix $M$ is a $(0,1)$-matrix such that for every $v, u \in \prod_{i}\left\{0,1, \ldots, d_{i}-1\right\}, v \neq u$ we have $M v \neq M u$. We extend the above construction to build an optimal $\left(d_{1}, d_{2}, \ldots, d_{n}\right)$-detecting matrix in polynomial
time. To find $v$ from $M v$ we use the same algorithm as in the previous subsection.

For $a, b \in\{0,1\}^{\nu}, b<a$ define the following function

$$
f_{a, b}(x)=\prod_{a_{i}=1} \frac{(-1)^{b_{i}} x_{i}+1}{2}
$$

Notice that $f_{a, b}:\{-1,+1\}^{\nu} \rightarrow\{0,1\}$ and the Fourier coefficient of $\chi_{a}$ in $f_{a, b}$ is $2^{-|a|}$ when $|b|$ is even and $-2^{-|a|}$ when $|b|$ is odd. Define

$$
G_{\nu}=\left\{f_{a, b}(x)|b<a,|b|=\text { even }\} .\right.
$$

It is easy to see that $\left|G_{\nu}\right|=\left(3^{\nu}-1\right) / 2$.
We now prove
Theorem 4 Let $1<d_{1} \leq d_{2} \leq \cdots \leq d_{n}$ be integers and let $\nu$ be the maximal integer where

$$
(\nu-2) 2^{\nu-1} \leq \log \left(d_{n-2^{\nu}}^{2^{\nu}} \prod_{i=1}^{n-2^{\nu}} d_{i}\right)
$$

There is a $\left(d_{1}, d_{2}, \cdots, d_{n}\right)$-detecting matrix of size $2^{\nu} \times n$.
Proof Sketch. We construct a $2^{\nu} \times n(0,1)$-matrix $M$ as follows. The matrix $M$ will be $\left[M_{1} \mid M_{2}\right]$ where $M_{1}$ contains $n-2^{\nu}$ columns and $M_{2}$ contains $2^{\nu}$ columns. For each vector $a \in\{0,1\}^{\nu}$ we construct $\ell_{a}$ (specified below) columns in $M_{1}$ and one column in $M_{2}$. We now show the $\ell_{a}+1$ columns that correspond to $a \in\{0,1\}^{\nu}$.

For any $a \in\{0,1\}^{\nu}$ suppose we have already constructed columns 1 to $r$ in $M_{1}$ and columns 1 to $s$ in $M_{2}$. Let $\ell_{a}$ be such that $d_{r+1} d_{r+2} \cdots d_{r+\ell_{a}} \leq 2^{|a|-1}$ and $d_{r+1} d_{r+2} \cdots$ $d_{r+\ell_{a}+1}>2^{|a|-1}$. Consider $G_{a}=\left\{f_{a, b}(x): b<a,|b|=\right.$ even $\} \subset G_{\nu}$. We have $\left|G_{a}\right|=2^{|a|-1}$. We take any subsets $G_{a, 0}, G_{a, 1}, \cdots, G_{a, \ell_{a}} \subseteq G_{a}$ where $\left|G_{a, 0}\right|=1$ and $\left|G_{a, i}\right|=$ $d_{r+1} d_{r+2} \cdots d_{r+i}$ for $i=1,2, \ldots, \ell_{a}$. We construct $\ell_{a}$ columns that will be the functions ${ }^{7} g_{a, i}=\sum_{h \in G_{a, i}} h$ for $i=$ $0, \ldots, \ell_{a}-1$. Those will be columns $r+1, r+2, \ldots, r+\ell_{a}$ of $M_{1}$ and therefore of $M$. Then we put the column $g_{a, \ell_{a}}=$ $\sum_{h \in G_{\ell_{a}}} h$ in $M_{2}$. This will be column $s+1$ of $M_{2}$ and therefore it will be column $n-2^{\nu}+s+1$ of $M$.

It is easy to see that $g_{a, i}:\{-1,+1\}^{\nu} \rightarrow\{0,1\}$, the Fourier coefficient of $\chi_{a}$ in $g_{a, i}$ is $d_{r+1} d_{r+2} \cdots d_{r+i} / 2^{|a|}$ and for every $b>a$, the Fourier coefficient of $\chi_{b}$ in $g_{a, i}$ is 0 .

We do the above for all the vectors $a \in\{0,1\}^{\nu} \backslash\{\mathbf{0}\}$. Since

$$
\begin{gathered}
d_{r+1} d_{r+2} \cdots d_{r+\ell_{a}} d_{n-2^{\nu}} \geq \\
d_{r+1} d_{r+2} \cdots d_{r+\ell_{a}+1} \geq 2^{|a|-1}
\end{gathered}
$$

we have

$$
\begin{gathered}
d_{n-2^{\nu}}^{2^{\nu}} \prod_{i=1}^{n-2^{\nu}} d_{i} \geq \prod_{a \in\{0,1\}^{\nu} \backslash\{\mathbf{0}\}} 2^{|a|-1}= \\
2^{(\nu-1)+\binom{\nu}{\nu_{-1}}(\nu-2)+\binom{\nu}{\nu-2}(\nu-3)+\cdots+\binom{\nu}{2} 1} \geq 2^{(\nu-2) 2^{\nu-1}}
\end{gathered}
$$

which implies the bound.

[^4]Now $M$ is $\left(d_{1}, d_{2}, \cdots, d_{n}\right)$-detecting matrix follows from the fact that given $\lambda_{r+i}<d_{r+i}$ for $1 \leq i \leq \ell_{a}$ and any $\lambda_{r+\ell_{a}+1}$. Given $\lambda_{r+1}+\lambda_{r+2} d_{r+1}+\lambda_{r+3} d_{r+1} d_{r+2}+\cdots+$ $\lambda_{r+\ell_{a}+1} d_{r+1} d_{r+2} \cdots d_{r+\ell_{a}}$ one can uniquely determines all $\lambda_{r+i}$.
Note: In the full paper we will use techniques from [L65, L75] and show that a $k \times n,\left(d_{1}, d_{2}, \cdots, d_{n}\right)$-detecting matrix exists where $(\log k-4)(k / 2) \leq \log \left(d_{n-k}^{k} \prod_{i=1}^{n-k} d_{i}\right)$ for any $k$ (not only $k$ that is a power of two). This improves the above bound by a factor of 2 .

We now show
Corollary 5 Let $1<d_{1} \leq d_{2} \leq \cdots \leq d_{n}$ where $d_{1}+d_{2}+$ $\ldots+d_{n}=d$. There is $a\left(d_{1}, d_{2}, \ldots, d_{n}\right)$-detecting matrix of size $k \times n$ where

$$
(\log k-4) k \leq 2 n \log \frac{d}{n}
$$

Proof. By Theorem 4 and using the fact that the geometric mean is less than or equal the arithmetic mean, there is a $\left(d_{1}, d_{2}, \ldots, d_{n}\right)$-detecting matrix of size $k \times n$ where

$$
\frac{(\log k-4) k}{2} \leq \log \left(d_{n-k}^{k} \prod_{i=1}^{n-k} d_{i}\right) \leq \log \left(\frac{d}{n}\right)^{n}=n \log \frac{d}{n}
$$

This implies the result.

## 3 The $d$-Coin Weighing Problem

In this section we give a polynomial time optimal adaptive algorithm for the $d$-coin weighing problem. As mentioned above the problem can be reduced to the following problem: Suppose we are given $n$ coins out of a collection of coins of two distinct weights, 0 and 1 , true and counterfeit coins, respectively, where $d$ of them are counterfeit coins. Assume we are allowed to weigh subsets of coins in a spring scale. Determine the weight of each coin in a minimal number of weighing.

Let $v \in\{0,1\}^{n}$ be the vector of the weights of the coins. We will assume that $n$ is a power of 2 , otherwise take $n$ the smallest power of 2 that is greater or equal to the number of coins. In the full paper we handle any $n$ to get the best number of weighing possible. When we weigh coins $S=$ $\left\{i_{1}, i_{2}, \ldots, i_{k}\right\} \subseteq\{1,2, \ldots, n\}$ we get the value $\delta(S)=$ $v_{i_{1}}+\cdots+v_{i_{k}}$. Notice that for a partition $S=S_{1} \cup S_{2} \cup \cdots \cup S_{t}$ we have

$$
\begin{equation*}
\delta(S)=\delta\left(S_{1}\right)+\delta\left(S_{2}\right)+\cdots+\delta\left(S_{t}\right) \tag{2}
\end{equation*}
$$

Our first (non-optimal) algorithm will define a sequence of $1+\log n$ sets of disjoint sets $\mathcal{S}_{0}, \mathcal{S}_{1}, \ldots, \mathcal{S}_{\log n}$. The initial set is $\mathcal{S}_{0}=\{\{1,2, \ldots, n\}\}$. At stage $\ell$, the algorithm takes each set $S \in \mathcal{S}_{\ell-1}$ splits it into two equal size disjoint sets $S=S_{1} \cup S_{2}$ and weigh to find $\delta\left(S_{1}\right)$. By (2) $\delta\left(S_{2}\right)=$ $\delta(S)-\delta\left(S_{1}\right)$. If $\delta\left(S_{i}\right) \neq 0$ then it adds $S_{i}$ to $\mathcal{S}_{\ell-1}$. It is easy to see that the complexity of this algorithm is [UTW00]

$$
d \log \frac{n}{d}
$$

This is not optimal for non-constant $d$.
Our (optimal) algorithm will exploit Corollary 5 to find all $\delta(S)$ for all $S \in \mathcal{S}_{\ell}$.

We run the above algorithm as long as the number of sets in $\mathcal{S}_{\ell}$ is less than $\sqrt{d}$. When $\left|\mathcal{S}_{\ell}\right|>\sqrt{d}$ let $\mathcal{S}_{\ell}=$ $\left\{S_{1}, S_{2}, \ldots, S_{q}\right\}$ and $d_{i}=\left|S_{i}\right|$ for $i=1, \ldots, q$. We split each set $S_{i}$ into two equal size disjoint sets $S_{i}=S_{i, 1} \cup S_{i, 2}$. We construct a $\left(d_{1}+1, d_{2}+1, \ldots, d_{q}+1\right)$-detecting matrix $M$ of size $k \times q$. Then for every row $i, M_{i}$ in $M$ we weigh to find

$$
\delta\left(\bigcup_{M_{i, j}=1} S_{j, 1}\right)=\sum_{j=1}^{q} M_{i, j} \delta\left(S_{j, 1}\right)
$$

We then use the algorithm in the previous section to find all $\delta\left(S_{j, 1}\right)$. Then all $\delta\left(S_{j, 2}\right)=d_{j}-\delta\left(S_{j, 1}\right)$ can be found. We put in $\mathcal{S}_{\ell+1}$ the nonempty sets $S_{j, 1}, S_{j, 2}$ and recursively run the above.

The reader may jump into conclusion that since we save a factor of $\log d$ weighing at each stage the complexity will be $(d / \log d) \log n / d$. Well, this is not quite true. When $\left|\mathcal{S}_{\ell}\right|=\sqrt{d}$ the number of weighing is $O(\sqrt{d})$, so no saving achieved at this level.

In the next section we give some inequalities that will be used in the analysis of the algorithm and then we give the analysis of the algorithm

### 3.1 Some Inequalities

In this section we give some inequalities that will be used in the paper.

We first give the following trivial inequalities
Lemma 6 1. For any $\sigma>1$ and $0<x \leq \frac{\sigma-1}{\sigma}$ we have

$$
1+x<\frac{1}{1-x} \leq 1+x+\sigma x^{2}
$$

We now would like to bound $k$ when $k \log k \leq x$ where $x>1$. The following simple bound

$$
\begin{equation*}
k \leq \frac{2 x}{\log x} \tag{3}
\end{equation*}
$$

can be derived as follows: Let $k_{0}$ be a real number such that $k_{0} \log k_{0}=x$. Then $k \leq k_{0}$. Since $k_{0}^{2} \geq k_{0} \log k_{0}=x$ we have $k_{0} \geq x^{1 / 2}$ and

$$
k \leq k_{0}=\frac{x}{\log k_{0}} \leq \frac{2 x}{\log x}
$$

To get a better bound we prove the following
Lemma 7 Let $x \geq 8$ be a real number. If $k$ is an integer and

$$
k \log k \leq x
$$

then

$$
\begin{aligned}
k & \leq \frac{x}{\log x}\left(1+\frac{\log \log x}{\log x}+\frac{c}{\log x}\right) \\
& =\frac{x}{\log x}\left(1+O\left(\frac{\log \log x}{\log x}\right)\right)
\end{aligned}
$$

for some constant $c<5$.

### 3.2 Analysis of the Algorithm

In this subsection we show that the weighing complexity of the algorithm is

$$
\frac{2 d \log \frac{n}{d}}{\log d}+O\left(\frac{d}{\log d}+\frac{d(\log \log d) \log \frac{n}{d}}{(\log d)^{2}}\right) .
$$

This complexity is

$$
\frac{2 d \log \frac{n}{d}}{\log d}\left(1+O\left(\frac{\log \log d}{\log d}\right)\right)
$$

for $d=o(n)$.
We first prove
Lemma 8 For $\ell \in \mathcal{R}^{+}$,

$$
B_{\ell}=\left\{\begin{array}{cl}
(\ell-4) 2^{\ell} & \ell \leq \frac{\log d}{2} \\
2^{\ell+1} \log \left(\frac{d}{2^{\ell}}+1\right) & \frac{\log d}{2}<\ell \leq \log d \\
2 d & \ell>\log d
\end{array}\right.
$$

The number of weighings $C_{\ell}$ at level $\ell$ of the algorithm satisfies:

$$
\left(\log C_{\ell}-4\right) C_{\ell} \leq B_{\ell}
$$

Proof. First, it is easy to see that $B_{\ell}$ is monotone nondecreasing function in $\ell$.

Since the algorithm splits the sets into two almost equal size disjoint sets the size of the sets in $\mathcal{S}_{\ell}$ is at most $\left\lceil n / 2^{\ell}\right\rceil$ and the number of sets in $\mathcal{S}_{\ell}$ is at most $2^{\ell}$.

Suppose $\ell \leq(\log d) / 2$. Since for $\ell \leq(\log d) / 2,2^{\ell} \leq$ $\sqrt{d}$ the algorithm makes at most $2^{\ell}$ weighings at stage $\ell \leq$ $(\log d) / 2$ and therefore $\left(\log C_{\ell}-4\right) C_{\ell} \leq(\ell-4) 2^{\ell}=B_{\ell}$ for $\ell \leq(\log d) / 2$.

At stages $(\log d) / 2<\ell \leq \log d$ we have two cases. If the number of sets in $\mathcal{S}_{\ell}$ is less that $\sqrt{d}$ then the number of weighings $C_{\ell}$ is at most $\sqrt{d}$ and since $B_{\ell}$ is monotone nondecreasing function we have

$$
\left(\log C_{\ell}-4\right) C_{\ell} \leq\left(\frac{\log d}{2}-4\right) 2^{\frac{\log d}{2}}=B_{\frac{\log d}{2}} \leq B_{\ell} .
$$

The other case is when the number of sets $n$ in $\mathcal{S}_{\ell}$ is greater than $\sqrt{d}$ then since $\mathcal{S}_{\ell}$ contains at most $2^{\ell}$ sets, by Corollary 5 the number of weighings is $C_{\ell}$ where

$$
\begin{aligned}
\left(\log C_{\ell}-4\right) C_{\ell} & \leq 2 n \log \left(\frac{d+n}{n}\right) \\
& \leq 2^{\ell+1} \log \left(\frac{d+2^{\ell}}{2^{\ell}}\right) \\
& =2^{\ell+1} \log \left(\frac{d}{2^{\ell}}+1\right)=B_{\ell}
\end{aligned}
$$

Now when $\ell>\log d$ then, as above, since $B_{\ell}$ is monotone non-decreasing function in $\ell$ it is enough to consider the case where $\left|\mathcal{S}_{\ell}\right| \geq \sqrt{d}$. Since the number of counterfeit coins is bounded by $d$ we have $n=\left|\mathcal{S}_{\ell}\right| \leq d$ and by Corollary 5 the number of weighings is at most $C_{\ell}$ where

$$
\begin{aligned}
\left(\log C_{\ell}-4\right) C_{\ell} & \leq 2 n \log \left(\frac{d+n}{d}\right) \\
& \leq 2 d \log \left(\frac{d+d}{d}\right)=2 d
\end{aligned}
$$

This completes the proof.
We now count the total number of weighings.
For $\ell \leq(\log d) / 2$ we have $C_{\ell} \leq 2^{\ell}$ and therefore the total number of weighings in the first $\lfloor(\log d) / 2\rfloor$ stages is at most

$$
\begin{equation*}
\sum_{\ell=1}^{\left\lfloor\frac{\log d}{2}\right\rfloor} 2^{\ell} \leq 2^{\frac{\log d}{2}+1}=2 \sqrt{d} \tag{4}
\end{equation*}
$$

For $\frac{\log d}{2}<\ell \leq \log d$ we have $\left(\log C_{\ell}-4\right) C_{\ell} \leq B_{\ell}$. Since $\left(C_{\ell} / 16\right) \log \left(C_{\ell} / 16\right) \leq\left(B_{\ell} / 16\right)$ and $B_{\frac{\log d}{2}} \geq \sqrt{d}$, by (3)

$$
\begin{equation*}
C_{\ell} \leq \frac{2 B_{\ell}}{\log \left(B_{\ell} / 16\right)} \leq \frac{2 B_{\ell}}{\log B_{\frac{\log d}{2}}-4} \leq \frac{4 B_{\ell}}{\log d-8} \tag{5}
\end{equation*}
$$

Now

$$
\begin{aligned}
\sum_{\ell=\lceil(\log d) / 2\rceil}^{\lfloor\log d\rfloor} B_{\ell} & =\sum_{\ell=\lceil(\log d) / 2\rceil}^{\lfloor\log d\rfloor} 2^{\ell+1} \log \left(\frac{d}{2^{\ell}}+1\right) \\
& \leq \sum_{\substack{\ell=\log d, \log d-1 \\
\log d-\lceil(\log d) / 2\rceil}} 2^{\ell+1} \log \left(\frac{d}{2^{\ell}}+1\right) \\
& \leq \sum_{i=0}^{\lceil(\log d) / 2\rceil} d \frac{\log \left(2^{i}+1\right)}{2^{i-1}} \\
& \leq d \sum_{i=0}^{\infty} \frac{\log \left(2^{i}+1\right)}{2^{i-1}} \\
& \leq 8 d .
\end{aligned}
$$

Therefore, by (5),

$$
\begin{align*}
\sum_{\ell=\lceil(\log d) / 2\rceil}^{\lfloor\log d\rfloor} C_{\ell} & \leq \frac{4 \sum_{\ell=\lceil(\log d) / 2\rceil}^{\lfloor\log d\rfloor} B_{\ell}}{\log d-8} \\
& \leq \frac{32 d}{\log d-8} \\
& =\frac{32 d}{\log d}+O\left(\frac{d}{(\log d)^{2}}\right) . \tag{6}
\end{align*}
$$

Now for $\ell>\log d$ we have $\left(\log C_{\ell}-4\right) C_{\ell} \leq 2 d$ and therefore by Lemma 7

$$
C_{\ell} \leq \frac{2 d}{\log d}+O\left(\frac{d \log \log d}{(\log d)^{2}}\right)
$$

Since the number of stages is $\lceil\log n\rceil$ we get

$$
\begin{align*}
\sum_{\ell=\lceil\log d\rceil}^{\lceil\log n\rceil} C_{\ell} \leq & \frac{2 d \log \frac{n}{d}}{\log d}+  \tag{7}\\
& \frac{2 d}{\log d}+O\left(\frac{d(\log \log d) \log \frac{n}{d}}{(\log d)^{2}}\right) . \tag{8}
\end{align*}
$$

By (4), (6) and (7) the result follows.

## 4 A General Coin Weighing Problems

In this section we give an optimal polynomial time algorithm for the following general coin weighing problem:

Suppose we are given $n$ coins out of a collection of coins of distinct unknown non-negative integer weights $w_{1}, w_{2}, \cdots, w_{n}$ where

$$
\sum_{i=1}^{n} w_{i}=W
$$

Assume we are allowed to weigh subsets of coins in a spring scale. Determine the weight of each coin in a minimal number of weighings.

An information-theoretic argument gives the lower bound

$$
k(n, W)= \begin{cases}\frac{W \log \left(\frac{n}{W}+1\right)}{\log W} & W \leq n  \tag{9}\\ \frac{n \log \left(\frac{W}{n}+1\right)}{\log n} & n<W \leq n^{2} \\ n & W>n^{2}\end{cases}
$$

This problem was studied for $W \leq n$ in [P81, RV97, GK00] and for $W>n$ in [GK00]. Pippenger [P81] showed nonconstructively that for $W=n$ there is a non-adaptive algorithm that makes $O(W / \log W)$ weighings. Grebinski and Kucherov [GK00] extend this upper bound to any $W \leq$ $n$. They gave a non-constructive non-adaptive algorithm that asks

$$
\frac{4 W \log \left(\frac{n}{W}+1\right)}{\log W}
$$

weighings. Ruszinkó and Vanroose [RV97] gave the first adaptive polynomial time algorithm that solves the problem when $W=n$ in $O(W(\log \log W) / \log W)$ weighings.

For $W \leq n$ we give a polynomial time adaptive algorithm that makes

$$
\frac{2 W \log \left(\frac{n}{W}+1\right)}{\log W}
$$

weighings when $W=o(n)$ and

$$
\frac{c_{\beta} W \log \left(\frac{n}{W}+1\right)}{\log W}
$$

weighings when $W=\beta n$ where for any constant $\beta$

$$
c_{\beta} \leq c_{1}=\sum_{j=1}^{\infty} \frac{\log \left(2^{j}+1\right)}{2^{j-1}}=4.803048
$$

See the table at the end of this section for diferent values of $c_{\beta}$.

When $W>n$ the information theoretic lower bound for this problem gives

$$
\frac{W \log \left(\frac{W}{n}+1\right)}{\log n}
$$

when $W<n^{2}$ and $n$ when $W>n^{2}$. So for $W>n^{2}$ the optimal algorithm is to weigh each one of the coins. When $n<W<n^{2}$, Ruszinkó and Vanroose [RV97] algorithm can be extended to any $W>n$ and is optimal for $W>n(\log n)^{\alpha}$ for any constant $\alpha$. Grebinski and Kucherov [GK00] gave a non-constructive non-adaptive algorithm that makes

$$
\frac{4 n \log \left(\frac{W}{n}+1\right)}{\log n}
$$

weighings.
Here we give an adaptive algorithm that finds all the weights in polynomial time in

$$
\frac{2 n \log \left(\frac{W}{n}+1\right)}{\log n}
$$

weighings for $W=\omega(n)$ and

$$
\frac{c_{\beta}^{\prime} n \log \left(\frac{W}{n}+1\right)}{\log n}
$$

weighings for $W=\beta n$ where $c_{\beta}^{\prime}<c_{1}=4.803048$.

### 4.1 The Algorithm

Let $w \in \mathcal{N}^{n}$ be the vector of the weights of the coins where $\mathcal{N}$ is the set of non-negative integers where

$$
\sum_{i=1}^{n} w_{i}=W
$$

When we weigh coins $S=\left\{i_{1}, i_{2}, \ldots, i_{k}\right\} \subseteq\{1,2, \ldots, n\}$ we get the value $w(S)=w_{i_{1}}+\cdots+w_{i_{k}}$.

The algorithm is similar to the one in section 3 .
We start with an initial set $\mathcal{S}_{0}=\left\{S_{1}, S_{2}, \ldots, S_{q}\right\}$ of $\ell$ disjoint subsets of $\{1,2, \ldots, n\}$ where

1. For every $1 \leq i, j \leq q,\left|\left|S_{i}\right|-\left|S_{j}\right|\right| \leq 1$.
2. $S_{1} \cup S_{2} \cup \cdots \cup S_{q}=\{1,2, \ldots, n\}$.

The constant $q$ depends on $n$ and will be determined later in the analysis of the algorithm.

We find $w\left(S_{i}\right)$ for all $i=1, \ldots, q$ and then run the nonoptimal algorithm in section 3 as long as the number of sets in $\mathcal{S}_{\ell}$ is less than $d / \log ^{3} d$ where $d=\min (n, W)$. When $\left|\mathcal{S}_{\ell}\right|>d / \log ^{3} d$ let $\mathcal{S}_{\ell}=\left\{S_{1}, S_{2}, \ldots, S_{q}\right\}$ and $w_{i}=w\left(S_{i}\right)$ for $i=1, \ldots, q$. We split each set $S_{i}$ into two almost equal size disjoint sets $S_{i}=S_{i, 1} \cup S_{i, 2}$. We construct a ( $w_{1}+$ $\left.1, w_{2}+1, \ldots, w_{q}+1\right)$-detecting matrix $M$ of size $k \times q$. Then for every row $i, M_{i}$ in $M$ we weigh to find

$$
w\left(\bigcup_{M_{i, j}=1} S_{j, 1}\right)=\sum_{j=1}^{q} M_{i, j} w\left(S_{j, 1}\right) .
$$

We then use the algorithm in section 3 to find all $w\left(S_{j, 1}\right)$. Then all $w\left(S_{j, 2}\right)=w_{j}-w\left(S_{j, 1}\right)$ can be found. We put in $\mathcal{S}_{\ell+1}$ the nonempty sets $S_{j, 1}, S_{j, 2}$ and recursively run the above.

For the analysis of the algorithm we will consider the two case where $W \geq n$ and $n \geq W$. In this abstract we will only give the analysis for the case $W \geq n$. The other case is very similar and will be given in the full paper.

### 4.2 Analysis of the Algorithm when $W \geq n$

In this subsection we give the analysis of the algorithm when $W \geq n$. We will first assume that $q=1$ and then show how to choose $q$ to achieve a better weighing complexity.

Consider a binary tree $\mathcal{T}$ where each of its nodes is labeled with a subset of $S_{0}=\{1,2, \ldots, n\}$. The root of the tree is labeled with $S_{0}=\{1,2, \ldots, n\}$ and when a node is
labeled with $S_{i}=\{j, j+1, \ldots, j+p\}$, then this node is a leaf if $p=0$ and, otherwise, it is an internal node with two children where the left child is labeled with $S_{2 i+1}=$ $\{j, j+1, \ldots, j+\lfloor p / 2\rfloor\}$ and the right child is labeled with $S_{2 i+2}=\{j+\lfloor p / 2\rfloor+1, \ldots, p\}$.

We can regard algorithm $\mathcal{A}$ in the previous section (with $q=1)$ as an algorithm that at stage $\ell$ finds the weight $w\left(S_{i}\right)$ for all $S_{i}$ at level $\ell$ in the tree $\mathcal{T}$. The above algorithm do not consider a node that is labeled with $S_{i}$ when $w\left(S_{i}\right)=0$. We change the above algorithm to an algorithm $\mathcal{A}^{\prime}$ that considers also those nodes. Obviously, the complexity of $\mathcal{A}^{\prime}$ is greater or equal to the complexity of $\mathcal{A}$.

Let $n=2^{t}+n^{\prime}$ where $n^{\prime}<2^{t}$. Then the number of nodes in levels $\ell=1,2,3, \ldots, t+2$ of the tree $\mathcal{T}$ are $d_{\ell}=1,2,2^{2}, \cdots, 2^{t}, 2 n^{\prime}$, respectively. Algorithm $\mathcal{A}^{\prime}$ finds the weights of half of the sets in each level. Therefore, by Corollary 5, the number of weighings for level $\ell$ is $k_{\ell}$ where $k_{\ell}=d_{\ell} / 2$ if $d_{\ell}<n / \log ^{3} n$ and

$$
k_{\ell}\left(\log k_{\ell}-4\right) \leq d_{\ell} \log \left(\frac{2 W}{d_{\ell}}+1\right)
$$

otherwise. Let

$$
W=\beta n
$$

where $1 \leq \beta \leq n$. Let $2^{t}=\alpha n$ where $1 \geq \alpha>1 / 2$. Then $n^{\prime}=n-2^{t}=(1-\alpha) n$.

$$
\text { If } d_{t+2}=2 n^{\prime}<2 n / \log ^{3} n \text { then } k_{t+2}=n^{\prime}<n / \log ^{3} n .
$$ Otherwise, by Lemma 7,

$$
\begin{aligned}
k_{t+2} & \leq \frac{2 n^{\prime} \log \left(\frac{2 W}{n^{\prime}}+1\right)}{\log \left(2 n^{\prime} \log \left(\frac{2 W}{n^{\prime}}+1\right)\right)}(1+o(1)) \\
& =2(1-\alpha) \log \left(\frac{\beta}{1-\alpha}+1\right) \frac{n}{\log n}(1+o(1)) \\
& =2 \bar{\alpha} \log \left(\frac{\beta}{\bar{\alpha}}+1\right) \frac{n}{\log n}(1+o(1))
\end{aligned}
$$

where $\bar{\alpha}=1-\alpha$.
Now at level $t+2-j, j=1,2, \ldots$ we have if $d_{t+2-j}<$ $2 n / \log ^{3} n$ then $k_{t+2-j}<n / \log ^{3} n$. Otherwise, by Lemma 7

$$
\begin{aligned}
k_{t+2-j} & \leq \frac{d_{t+2-j} \log \left(\frac{2 W}{d_{t+2-j}}+1\right)}{\log \left(d_{t+2-j} \log \left(\frac{2 W}{d_{t+2-j}}+1\right)\right)}(1+o(1)) \\
& =\frac{2^{t+1-j} \log \left(\frac{W}{2^{t-j}}+1\right)}{\log n}(1+o(1)) \\
& =\frac{\alpha}{2^{j-1}} \log \left(\frac{2^{j} \beta}{\alpha}+1\right) \frac{n}{\log n}(1+o(1)) .
\end{aligned}
$$

Therefore in the worst case the number of weighings is

$$
\begin{aligned}
\sum_{i=1}^{t+2} k_{i} \leq & \left(2 \bar{\alpha} \log \left(\frac{\beta}{\bar{\alpha}}+1\right)+\sum_{j=1}^{\infty} \frac{\alpha}{2^{j-1}} \log \left(\frac{2^{j} \beta}{\alpha}+1\right)\right) \\
& \times \frac{n}{\log n}(1+o(1)) \\
= & \frac{\left(2 \bar{\alpha} \log \left(\frac{\beta}{\bar{\alpha}}+1\right)+\sum_{j=1}^{\infty} \frac{\alpha}{2^{j-1}} \log \left(\frac{2^{j} \beta}{\alpha}+1\right)\right)}{\log (\beta+1)} \\
& \times \frac{n}{\log n} \log \left(\frac{W}{n}+1\right)(1+o(1)) .
\end{aligned}
$$

It is easy to see that
$\phi(\alpha, \beta)=\frac{\left(2 \bar{\alpha} \log \left(\frac{\beta}{\bar{\alpha}}+1\right)+\sum_{j=1}^{\infty} \frac{\alpha}{2^{j-1}} \log \left(\frac{2^{j} \beta}{\alpha}+1\right)\right)}{\log (\beta+1)}$ $\rightarrow 2$
when $\beta \rightarrow \infty$ and therefore for $W=\omega(n)$ the bound is

$$
\frac{2 n}{\log n} \log \left(\frac{W}{n}+1\right)(1+o(1))
$$

This bound give the worst case constant

$$
\phi(0.825,1)=5.28133 .
$$

We will now show how to get rid of the first term in $\phi$ and make $\alpha=1$ and then the constant will be

$$
\phi(1, \beta)=\frac{\sum_{j=1}^{\infty} \frac{1}{2^{j-1}} \log \left(2^{j} \beta+1\right)}{\log (\beta+1)} .
$$

The idea is to choose $q=\left\lfloor n / 2^{k}\right\rfloor$ where $k=\lceil 3 \log \log n\rceil$. Then the first set $\mathcal{S}_{0}$ contains

$$
q=\left\lfloor n / 2^{k}\right\rfloor=O\left(\frac{n}{\log ^{3} n}\right) .
$$

Now we can write

$$
n=2^{k}\left\lfloor n / 2^{k}\right\rfloor+n^{\prime}
$$

where

$$
n^{\prime}<2^{k}=2^{\lceil 3 \log \log n\rceil} \leq 2 \log ^{3} n .
$$

Then the number nodes in levels $\ell=1,2,3, \ldots, k+2$ of the tree $\mathcal{T}$ are $d_{\ell}=1, q, 2 q, 2^{2} q, \cdots, 2^{k} q, 2 n^{\prime}$, respectively. Therefore for this case the first term will go into the $o(1)$ of the complexity and using the same analysis as above we get the bound on the number of weighings.

The following table show diferent values of $c_{\beta}$

| $\beta$ | $c$ |
| :---: | :---: |
| 1 | 4.803048 |
| 1.5 | 4.338263 |
| 2 | 4.060772 |
| 2.143311 | 4.000000 |
| 13.56659 | 3.000000 |
| 100 | 2.597891 |
| 1000000 | 2.200687 |
| $\omega(1)$ | 2 |
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[^0]:    ${ }^{*}$ This research was done while the author was visiting Google in Mountain View, California
    ${ }^{1}$ In this paper optimal will mean $\leq 2 \times$ (lower bound). In very few cases it means $\leq 5 \times$ (lower bound $)$

[^1]:    ${ }^{2}$ When $w_{1}$ and $w_{2}$ are not known, we can find them adaptively in $1+\lceil\log n\rceil$ weighings [CH84]. When $w_{1}$ and $w_{2}$ are known the problem can be reduced to the case $w_{0}=0$ and $w_{1}=1$.
    ${ }^{3}$ Here and throughout the paper we will only write the asymptotic weighing complexity of the problem. So by asymptotic bound $C$ we mean $C(1 \pm o(1))$.

[^2]:    ${ }^{4}$ Again here we remind the reader that all the weighing complexities in this paper are multiplied by $1 \pm o(1)$
    ${ }^{5}$ In [D75] Djackov mention this bound without a proof.

[^3]:    ${ }^{6}$ Ruszinkó and Vanroose [RV97] claim, mistakenly, that Lindstrom algorithm runs in exponential time. Lindstrom algorithm runs in polynomial time and therefore their algorithm (that uses Lindstrom algorithm) runs in polynomial time.

[^4]:    ${ }^{7}$ As before, the rows are labeled with $\{-1,+1\}^{\nu}$. Row $x \in$ $\{-1,+1\}^{\nu}$ in this column is equal to $g_{a, \ell_{a}}(x)$.

