
Proceedings ofthe 29th Annual Hawaii International Conference on System Sciences - 19% 

Optimistic Fossil Collection for Time Warp Simulation* 

Christopher H. Young and Philip A. Wilsey 
Computer Architecture Design Laboratory 

Dept. of ECECS, PO Box 210030 
Cincinnati, OH 45221-0030 

Abstract 
Optimistic Fossil Collection is a fully distributed 

mechanism to reclaim memory from the state and 
event histories of a Time Warp simulation. Each fos- 
sil collector executes with a Logical Process (LP) and 
operates independently of other fossil collectors. More 
precisely, each fossil collector examines event arrival 
t imes and creates a statistical model of the expected 
,variance from LVT. From this model, it is possible to 
determine the probability that the LP will, in the fu- 
ture, rollback distance X from LVT. Thus, the fossil 
collector can examine the time-stamps of items in the 
state and event histories to find the probability that 
they will be needed in the future. Comparing this prob- 
ability against a user-specified risk factor, the fossil 
collector decides if the item can be marked as a fos- 
sil and scavenged. Optimistic fossil collection does, 
however, allow for the possibility for simulation jail- 
ure. Consequently, it may be desirable to periodically 
have complete checkpoints taken and archived during 
the simulation for possible restart with a smaller risk 
factor specijied. 

This method of memory management assumes that 
there is an underlying stationary distribution for the 
rollback lengths during a time interval t. This is a rea- 
sonable assumption since empirical studies have shown 
that rollback lengths in Time Warp are relatively con- 
stant in length. This assumption can, however, also 
be relaxed and models that operate without an un- 
derlying assumption about the distribution of rollback 
lengths. This paper reviews the design and implemen- 
tation of two rollback models for optimistic fossil col- 
lection. The first assumes a geometrically distributed 
rollback length; the second assumes an arbitrary dis- 
tribution of rollback lengths with fixed mean and vari- 
ance. An implementation of the mechanism is also 
reported that describes our experiences with one im- 

*Support for this work was providedin part by the Advanced 
Research Projects Agency under contract J-FBI-93-116, mon- 
itored by the Department of Justice. 

plementation of optimistic fossil collection. 

1 Introduction 
A Time Warp synchronized parallel discrete event 

driven simulator is organized as a collection of asyn- 
chronously executing processes that communicate by 
exchanging t ime-stamped event messages [12, 141. 
The concurrent processes operate as independent dis- 
tributed discrete event simulators with no explicit syn- 
chronization occurring between simulators. Coordi- 
nation between simulators to maintain the causal re- 
lations between events is achieved by sorting event 
t imestamps and rollback. Thus, each simulator main- 
tains state and event histories (sorted in t imestamp 
order) to enable rollback whenever a causality error is 
discovered. 

As global progress (measured in simulation time) is 
made by the parallel simulation objects, some infor- 
mation in the state and event histories are no longer 
needed for rollback. The elements of the unneeded 
histories are called fossils and the reclamation of the 
memory space holding these fossils is called fossil col- 
lection. Traditionally, Time Warp simulators have im- 
plemented fossil collection by comparing history item 
timestamps to a global simulation time valued called 
Global Virtual Time (GVT). Informally, GVT repre- 
sents the greatest global t ime that all of the concurrent 
simulators have reached (and includes consideration 
for the time-stamps of messages in transit). Thus, 
only the history needed to support rollback to GVT 
is needed; all earlier history information is tagged as 
fossils. Fossil collection can then be performed to iden- 
tify additional space for adding new information to the 
event and state histories. 

This paper presents a new, distributed, technique 
for fossil collection called Optimistic Fossil Collec- 
tion (OFC). OFC operates by establishing a statistical 
model of rollback behavior and then using this model 
to establish probabilities that elements from the state 
and event histories are not fossils. Using this proba- 
bility and a user defined risk factor, OFC decides if a 
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specific item can be scavenged (reclaimed). More pre- 
cisely, when the probability falls below the risk factor, 
it is available for scavenging. Thus, as new space is re- 
quired for building additional history information, the 
oldest members from the histories are examined for 
possible scavenging. IF none fall below the threshold, 
then additional (new) space is allocated; otherwise the 
scavenge-able space is reused. Since fossil identifica- 
tion occurs based on a statistical model, the possibil- 
ity for failure does occur. Thus, simulators using OFC 
must also periodically take archival snapshots for pos- 
sible restart (generally restart will be accompanied by 
a setting of a lower risk factor). The chief gain with 
OFC is that it is a fully distributed fossil collection 
mechanism. 

The remainder of this paper is organized as follows. 
Section 2 we discuss probabilistic simulation. Section 
3 discusses fossil collection in Time Warp. A detailed 
discussion of two statistical models developed for opti- 
mistic fossil collection are described in Section 4. Sec- 
tion 5 discusses an implementation of the two models 
and presents some performance results from a simula- 
tion of a parallel (RAID) disk model. Finally, Section 
6 contains some concluding remarks. 

2 Background 
Fossil collection is an integral part of the Time 

Warp simulation protocol. Fossilized state and event 
histories need to be removed during the simulation to 
keep from exhausting memory. The approaches to im- 
prove GVT estimation have fallen chiefly along two 
lines. Those that work to improving the frequency 
of GVT calculations, thereby reducing the amount of 
saved history information [2, 8, 91; and, those that 
attempt to reduce the number of uncommitted events 
via cancel-back, bounded time windows, or some other 
flow control mechanism [6]. 

D’Souza et al [8, 91 use an algorithm called pGVT 
to improve the frequency and accuracy of GVT esti- 
mation. pGVT removes a portion of messaging over- 
head by letting the LPs decide when to report new 
GVT information to the GVT Manager. This method 
allows for a highly accurate GVT estimate that can 
be used to quickly identify committed events and fos- 
silized state information. 

Das and Fujimoto [7] use an adaptive memory man- 
agement protocol to control the amount of memory 
used during a Time Warp simulation. The protocol 
uses fossil collection and cancel-back to keep the dis- 
&b&on of memory between the pool of committed 
events, uncommitted events, and the free pool at an 
optimal level. The distribution of memory is automat- 

ically adapted using various statistics. An additional 
technique called “on-the-fly fossil collection” is also 
proposed by Das, Fujimoto, and others [5]. This tech- 
nique uses a continuous GVT update mechanism and 
fossil collects only when new memory space is needed. 

Ferscha and L&hi [lo, 111 use adaptive control to 
reduce the rollback overhead of a Time Warp simu- 
lation by limiting the optimism of Time Warp. In 
several simulations of stochastic petri nets the opti- 
mism of Time Warp was limited to improve perfor- 
mance. This was done by creating a probabilistic de- 
cision function which takes into accounts the amount 
of cpu time wasted blocking and the cost of a roll- 
back. A drawback of the method is that an operating 
system call is required before each message received 
and executed. This is used to determine the amount 
of real t ime elapsed between the receipt of a message 
and the time it is about to be executed. There is con- 
siderable overlap in the approach by Ferscha and op- 
timistic fossil collection. The chief differences (besides 
the techniques used to build the statistical models) is 
that Ferscha uses the probabilities to inhibit forward 
progress and OFC uses the probabilities for fossil iden- 
tification. 

There is also an increasing trend to attempt the 
dynamic adjustment of simulation parameters at run- 
time to improve performance. For example, inves- 
tigators have studied: (i) dynamically sizing check- 
point intervals [19, 23, 241, adaptive bounded time 
windows [lo, 11, 21, 221, optimal memory manage- 
ment [ 16, 17,7], and cancellation strategies [25]. These 
techniques all monitor runtime simulation data (using 
techniques from non-linear and adaptive control the- 
ory [l]) to establish measures on the simulation’s per- 
formance. Likewise, OFC attempts to monitor past 
rollback behavior to predict the probability that items 
from the saved history space are fossils. 

3 Fossil Collection 
Time Warp simulators require GVT calculations in 

order to reclaim fossilized state and event histories. 
This calculation has been required because Time Warp 
needs to be conservative in its memory reclamation; 
that is, it needs to ensure that all the state and event 
information needed to maintain causality constraints 
(by rollback) is preserved. The GVT bound estab- 
lishes the lowest time to which an event message can 
cause an LP to rollback. All events and all states be- 
fore this time can be reclaimed as long as one state is 
left before GVT in case a process rollback to GVT. 

The calculation of GVT comes at a price. More 
precisely, virtually all GVT estimation algorithms re- 
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quire the collection of information at a central site 
[2, 3, 8, 13, 18, 26, 271 which, in some cases, can re- 
quire considerable messaging overhead. Furthermore, 
determining the correct frequency for cycling GVT es- 
timation algorithms can be difficult. 
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Figure 1: Communicating Time Warp Processes. 

The risk factor also defines the probability of simu- 
lation failure due to collecting a state or event that is 
needed by the processor. As more memory is collected, 
the probability of collecting a state that is needed by 
an LP in the simulation increases. Thus, to maintain 
causality in the simulation, periodic checkpoints of the 
entire simulation are needed to allow restarting of the 
simulation in case of failure. 

Optimistic Fossil Collection techniques allow the 
communication overhead to be reduced by eliminat- 
ing GVT calculations. The reduction in GVT mes- 
sages means that the value of the other LP’s LVTs 
must be estimated through their effect on the local 
LVT. Accordingly, there is a nonzero probability that 
the estimate is wrong. The reduction in message over- 
head will come at the price of a close and safe estimate 
of GVT. There can be an increase in the amount of 
memory used by the entire simulation since Optimistic 
Fossil Collection techniques will not bound rollback as 
closely, or as well, as GVT for all LPs in all simula- 
tions. An LP may have a bound for rollbacks that is 
close to the actual GVT for a high level of risk, but 
the simulation could be perturbed in such a way that 
this bound for the LP is too small.2 

based on local message arrival rates. This could re- 
duce the amount of memory for some LPs because 
there is the possibility of LPs saving less state then if 
it were saving state in regards to GVT. It is possible 
for an LP that is doing useful work to be far ahead of 
GVT to reduce the number of states being saved due 
to it never being rolled back. Under GVT fossil collec- 
tion this LP would have to retain unnecessary states 
because the traditional method of fossil collecting un- 
der GVT does not allow an LP to adapt the amount 
of states saved. For example, assume that there are 6 
LPs that communicate as in Figure 1. If the source 
LPs produce messages with the same timestamp in- 
crements and some LPs execute at different rates then 
it’s possible for some LPs to surge ahead and not be 
rolled back. Consider, if LPs 2, 3, and 5 execute twice 
as fast as the other LPs then LP 5 will consume more 
memory than required. It will never be rolled back by 
any LP other than 2 and 3, but it has to save states 
based upon LPs 1, 4, and 6. Also all source LPs can- 
not reclaim memory until GVT passes even though 
they will never be rolled back. 

A possible benefit of Optimistic Fossil collection is 
that some simulations may reduce the amount of mem- 
ory being used. Basing fossil collection off of the event 
messages at a LP could allow some LPs to reduce the 
amount of memory used because fossil collection is 

‘A  catastrophic rollback requires a state, or event, that has 
been fossil collected, so recovery must be done through an 
archived checkpoint of the processes event queues and a state. 

2This would incur a penalty of having to restart the simula- 
tion from a checkpoint. 

In these cases, a distributed method of statistically 
estimating what state and event histories are needed 
could allow each LP to adapt its fossil collection to the 
behavior observed at that LP. This could provide the 
situations where optimistic fossil collection could win 
over fossil collection via a conservative GVT calcula- 
tion. Non-communicating LPs would not figure into 
each other’s fossil collection, and source LPs could be 
less restrained in fossil collection. This could reduce 
the amount of memory used for some LPs in some 
simulations. 
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4 Techniques for Optimistic Fossil Col- 
lection 

An optimistic method for fossil collection allows 
LPs to reclaim storage as needed on a per LP ba- 
sis. It provides a mechanism to recover from causality 
errors in case the estimate is incorrect. Since the cor- 
rect implementation of GVT algorithms can be one of 
the hardest part of developing a Time Warp simula- 
tor, optimistic methods can shorten the development 
time of a Time Warp simulator. 

The optimistic techniques described in this section 
assume that the LPs have an underlying stationary 
distribution for the LVT updates and rollbacks. This 
assumption is necessary because the parameters esti- 
mated at the beginning of the simulation are assumed 
to remain constant throughout the simulation. These 
techniques could be modified to operate dynamically 
by assuming that there is an underlying stationary 
distribution for time periods [t, t + r], and estimating 
the parameters during these time periods. 

The first technique examines only the rollbacks at 
the particular processor to determine a bound on the 
rollbacks. The second technique looks at both the 
LVT advances and rollbacks in order to model the pro- 
cessing behavior between rollbacks, in addition to the 
rollback behavior. 

4.1 Fossil Collection via Rollback Lengths 
The first model assumes that the rollbacks at an 

LP come from a single underlying stationary distribu- 
tion. Thus, rollbacks can be modeled by estimating 
the parameters for rollbacks under this distribution. 
A geometric distribution is used to model the locality 
of rollbacks, in a Time Warp LP. This distribution 
was chosen because the probability of different roll- 
back lengths can be derived very easily. 

As shown in [28], a bound on the length that an LP 
can rollback with probability (Y can be derived after 
the parameter p is determined. The probability of a 
rollback of one time unit p is determined using the 
average rollback length found during the simulation p 
since 

p= ;. 

Thus the probability of a rollback of length 1 is given 
by 

p {X = I} = (1 - p)‘-lp, 
and the probability that an LP will rollback farther 
than I is given by 
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p {X > I} = (1 - p)‘+l. 

Given a user defined probability for failure o!, a bound 
on the length an LP can rollback is calculated by de- 
termining the distance where p{X > I} = CY. This is 
given by 

I= loga _ 1 
l%(l -P) . 

While this model effectively bounds the distance an 
LP can rollback, it does not take into account the 
amount of processing done at the LP between roll- 
backs. A more robust method would take into ac- 
count the amount of processing usually done between 
rollbacks. 

4.2 Fossil Collection via LVT updates 
The previous model assumed that the length of roll- 

backs could be modeled by a geometric distribution. 
The second model described here determines a bound 
the changes at the LPs LVT. 

If an assumption is made that the updates to a LP’s 
LVT come from a single underlying distribution with a 
finite mean and variance then a bound can be derived 
by using the Chebyshev inequality. This would bound 
the changes in the LP’s LVT with a known probability, 
a of being correct. 

In the model X denotes an LVT update which is a 
random variable which comes from a distribution with 
mean /-L and variance c2. The probability of how far 
such a random variable deviates from its mean is given 
by the Chebyshev inequality as 

(1) 
If X represents the change in an LP’s LVT and ,LI 

and d represent the mean and variance then equation 
(1) provides a bound for the possible changes in the 
LP’s LVT. 

A bound on the LVT update values can be obtained 
by choosing an acceptable risk of failure 

P{IX --pi 2 I} = a!. 

Using this, the bound, 1, can be defined as 

Since the model assumes knowledge of ~1 and u, the 
bound has to be modified to reflect the fact that these 
values can only be estimated. 

The estimate of ,u and u is calculated based on a 
sample of LVT changes in the following way. A small 
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collection of independent LVT changes is collected, 
by sampling based on the outcome of an independent 
identically distributed sequence of random variables, 
and an estimate of the true mean for the LVT changes 
is calculated from the sample p by using the central 
limit theorem to determine a confidence interval for 
the mean p. 

The Central Limit Theorem states that the mean 
for n independent samples Xi from a common distri- 
bution F can be used to determine an interval esti- 
mate for true population mean since as the number 
of samples increases the deviation of the sample mean 
from the true population mean becomes normally dis- 
tributed. Thus, the true mean of the LVT updates can 
be bounded with a known probability of being correct 
since 

regardless of the distribution of F3. 
After the mean has been calculated the variance is 

calculated using the collection of sample points using 
both endpoints of the confidence interval to determine 
which will give the maximum variance 9. This vari- 
ance is then used to determine a bound on how far the 
LVT will change. 

5 Implement ation 
The above models were implemented using the 

WARPED Time Warp simulation kernel developed at 
the University of Cincinnati [20]. This system imple- 
ments a Time Warp kernel that parallel applications 
can use without being aware of the particulars of Time 
Warp synchronization protocol. The kernel is written 
in C++, and takes advantage of inheritance to hide 
implementation details from the users. In addition, it 
is structured so that investigators of optimizations to 
Time Warp can implement their optimizations with 
nominal concerns to the unaffected regions of a Time 
Warp simulator. 

For this effort, OFC, two routines were imple- 
mented to collect data for each model. The first rou- 
tine estimates the average rollback length for the first 
model by tracking the total length, in time, that the 
processor has rolled back and number of rollbacks. As 
the simulation progresses the mean calculated from 
the ratio of these two values is assumed to converge to 
the mean of the underlying steady-state distribution. 
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The second routine determines if the current LVT 
change should be used to update the estimate for the 
mean and variance. An independent uniform random 
variable is generated, if the value of the random vari- 
able is less than the first decile of its possible range 
then the current change in LVT is saved in a table. 
The first decile was chosen arbitrarily so that the sam- 
ples are taken over a longer period of time. The table 
of LVT changes is used for determining the confidence 
interval for the mean and calculating the variance. 

Both the Optimistic Fossil Collection algorithms 
and the pGVT algorithm are implemented as on-the- 
fly garbage collectors. Each process participates in a 
GVT calculation as usual, but it also executes code to 
determine the optimistic bounds for each method. The 
execution time of this extra code is negligible when 
compared with the time to send a message from one 
logical process to another. 

The two models were tested against an implemen- 
tation of the pGVT algorithm on a model of a level 5 
Redundant Array of Inexpensive Disks (RAID) [4]. 

5.1 RAID application model 
RAID protects stored information by inducing re- 

dundancy into the data stored across the array. RAID 
level 5 does this by calculating parity information and 
distributing the parity over the entire array [4]. The 
redundancy induced by the parity information allows 
for data to be reconstructed in case of failure. The 
parity information must be updated on disk writes, 
but updates are not required for reads. The distribu- 
tion of the parity information across disks allows for 
several reads and writes to be processed concurrently. 

A queuing model of a level 5 RAID system was 
created to test the implementation of OFC in the 
WARPED kernel The queuing model was constructed 
using a queuing model library that operates with 
WARPED.  The queuing model can take advantage 
of the Time Warp synchronization while the RAID 
model remains oblivious to the details of Time Warp. 

The model is a collection of 16 user processes which 
were derived from a source object in the queuing li- 
brary. Each process randomly generates a random re- 
quest for a stripe of random length and location. This 
request is sent to a fork object. The RAID fork breaks 

up each request into requests for specific stripe units 
for disks in the disk array. The fork was derived from 
a fork primitive which provides general routing capa- 
bilities. The fork used for the RAID model required 
specialized routing capabilities to handle the parity 
requests for disk writes. 

3provided that F  has both finite mean and variance 

The disks were derived from a server primitive 
which provides service routines for the user and hand- 
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shaking required for the queue implementation. The 
RAID servers process the requests in t imestamp or- 
der. Each server takes a request and calculates the 
time required to move the heads from the current po- 
sition using a formula for seek time from [15] where 

seek Time = 
{ 

::4623( 
ifz=O 

x - 1)OJ+ 
0.0092(x - 1) + 2 if x > 0 

This models the time for a disk loosely based upon the 
IBM 0661 3.25 inch SCSI disk drive. 

5.2 Results 
Information was gathered on the progression of 

GVT and the two OFC models for the RAID applica- 
tion on a network of workstations. Studies were done 
for two different levels of risk: (Y = .l and Q = .OOl 
(Figure 3). The graphs are shown from a representa- 
tive process in the simulation. Since the only concerns 
are how the models bound GVT and the process’ LVT, 
the data is shown only for each rollback at a process 
and for each GVT cycle. This also reduces the amount 
of data on the graph. 

The bound derived with the Chebyshev inequality 
has an initial start up time until enough random sam- 
ples have been collected to develop the confidence in- 
terval. For this run a minimum of 12 samples were 
required before a confidence interval for the mean the 
mean was developed, and a maximum of 32 samples 
were used to calculate the variance. 

Figure 2: System level model of the RAID simulation. 

The bound derived from the geometric model 
bounds more closely than the Chebyshev bound. The 
difference in the bounds becomes more pronounced as 
a decreases. When IY = 0.1 (Figure 3) the bounds 
stay very close to GVT, and there are many rollbacks 
that cross the bounds. As a is decreased in the second 
study, there is a larger separation between the bounds 
and GVT (Figure 4). This shows that for larger values 
of a, or high levels of risk, the bounds calculated by 
these two techniques approach GVT. This could cause 
some processes to rollback past the last saved state 
and cause the simulation to fail. Smaller levels of risk 
do not bound the process as tightly, so less memory 
would be collected. Smaller levels of risk also increase 
the amount of t ime before the simulation can start 
collecting fossils. As Figure 4 shows there is a period 
of time during the start of the simulation where the 
models give time bounds that are obviously invalid. 

The data on the rollbacks and the bounds calcu- 
lated for the process was examined to determine the 
number of catastrophic rollbacks each model would 
have encountered during fossil collection. The table 
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Figure 3: Graph of Process LVT, System GVT, and OFC Bounds Derived for CY = 0.1. 

E i= 
4 
5 

Figure 4: Graph of Process LVT, System GVT, and OFC Bounds Derived for a = 0.001. 
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Geometric Chebvshev 
alpha rollbacks alpha rollbacks 

0.1 4 0.1 3 
0.001 0 0.001 0 

Table 1: Catastrophic rollbacks experienced for differ- 
ent levels of risk. 

below shows number of catastrophic rollbacks experi- 
enced for each model at the process. For (Y = 0.001 
the process never rolled back before either bound. For 
a = 0.1 the process experienced catastrophic rollbacks 
for both bounds. This number of rollbacks is summa- 
rized in Table 1. Graphs of fossil collection under the 
different bounds is shown in Figure 5. 

This shows that the bounds are responsive to value 
of o, and that the geometric bounds should experience 
more catastrophic rollbacks. This is due to the way 
the data is collected for this implementation, and the 
generality of the Chebyshev bound. Using both roll- 
backs and forward execution to calculate the variance 
takes into account the processing done between roll- 
backs, but it can also increase the estimated variance. 
This increase in variance also increases the bound of 
the Chebyshev model. Sampling only the rollbacks 
to determine a Chebyshev bound could decrease the 
variance and the bound. 

6 Conclusions 
This paper presented the design and implementa- 

tion of two models for the Optimistic Fossil Collection 
technique for Time Warp. These two models which 
have been shown to statically bound rollback lengths 
in VHDL simulation [28] were tested for optimistically 
collecting fossils during a simulation of a RAID level 
5 model with random delays and a high degree of ir- 
regular interaction. These models bounded GVT with 
a level of aggressiveness that depends upon a user de- 
fined parameter. 

These models were implemented as an application 
layer for the WARPED kernel. Both models assumed 
there was an underlying stationary distribution for 
the rollbacks, or LVT updates at a process. Once 
the necessary parameters for these distribution were 
estimated, fossils can be collected. 

These models effectively bound the rollbacks at a 
process, and in some cases, can allow for some pro- 
cesses to reclaim more memory than under GVT cal- 
culations. This can counter balance how other pro- 
cesses’ might reclaim less memory quickly under these 

models than under GVT. 
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